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Abstract
In this work we will consider the concepts of partial and complete observables for canonical general relativity. These concepts provide a method to calculate Dirac observables. The central result of this work is that one can compute Dirac observables for general relativity by dealing with just one constraint. For this we have to introduce spatial diffeomorphism invariant Hamiltonian constraints. It will turn out that these can be made to be Abelian. Furthermore the methods outlined here provide a connection between observables in the spacetime picture, i.e. quantities invariant under spacetime diffeomorphisms, and Dirac observables in the canonical picture.

PACS numbers: 04.20.Fy, 04.60.−m, 04.60.Ds

1. Introduction

The most important feature of general relativity is that spacetime itself is dynamical and hence no reference frame is preferred. This causes a lot of difficulties if one wants to quantize the theory because in its non-relativistic formulation quantum theory requires a fixed background and a preferred splitting of spacetime into space and time. Nevertheless, a well-developed approach for quantizing general relativity is to apply canonical quantization to the theory, as is done for instance in loop quantum gravity [1–3]. However the fact that no reference frame is preferred in general relativity causes the appearance of constraints, which restrict the set of phase space points with a physical interpretation. These constraints also generate gauge
transformations which in the canonical theory among other things translates between different splittings of the spacetime into space and time.

If one wants to quantize a theory with gauge symmetries one has to look for physical observables, also called Dirac observables, i.e. phase space functions which are invariant under gauge transformations. For general relativity this is a very difficult problem since here also translations in time are gauge transformations. This means that one has to solve at least partially the dynamics of general relativity in order to obtain gauge invariant quantities. Because these dynamics are described by a complicated system of highly nonlinear partial differential equations, it is not surprising that there are almost no gauge invariant phase space functions known.

Therefore it is hoped that one can at least develop an approximation scheme for Dirac observables. To this end it is valuable to have methods with which one can find Dirac observables in principle. One such method was proposed by Rovelli in [6] for systems with one gauge degree of freedom. Let us assume that this gauge degree of freedom corresponds to reparametrizations of an (unphysical) time parameter. Choose two partial observables \( f \) and \( T \), that is gauge variant phase space functions. The partial observable \( T \) will serve as a clock, hence we will call it a clock variable. The complete observable \( F[f,T](\tau) \) expresses the gauge invariant relation between \( f \) and \( T \): it gives the value of \( f \) at that moment (i.e. at that unphysical time parameter) at which \( T \) assumes the value \( \tau \). Here \( \tau \) can be chosen as any value from the range of the function \( T \).

Hence (for systems with one constraint) complete observables are one-parameter families of Dirac observables. One advantage of the concept of partial and complete observables is, that it has an immediate physical interpretation. This might help in order to develop an approximation scheme. Calculating complete observables is the same as making predictions and the precision with which we can do these predictions will depend on the dynamics of the theory and on the phase space region one is considering.

Now general relativity is a system with infinitely many gauge degrees of freedom. Therefore [7] generalized the concepts of partial and complete observables to systems with an arbitrary number of constraints. The main idea for that is to use instead of one clock variable \( T \) as many clock variables as there are constraints. Furthermore it was shown that complete observables can be written as a (formal) power series. Among other things this was used in order to calculate the Poisson algebra of complete observables and also to show that it is possible to calculate complete observables in stages, i.e. first to compute (partially) complete observables with respect to a subalgebra of the constraints and then to use these partially complete observables for the calculation of complete observables with respect to all constraints. However in the second step one can ignore the subalgebra of the constraints which were used in the first step and just deal with the remaining constraints.

Ideas on how to use complete observables in a quantization of a gauge system and more specifically general relativity can be found in [6, 8, 9].

In this work we will apply the methods developed in [7] to general relativity. One central result of this work is a variation of the method to calculate complete observables in stages. Namely we will show that for a certain choice of partial observables it is possible to compute complete observables for general relativity by dealing with just one constraint instead of infinitely many constraints.

---

1 For the case of gravity in four spacetime dimensions and for asymptotically flat boundary conditions there are ten gauge invariant phase space functions known. These are the ADM charges [4] given by the generators of the Poincaré transformations at spatial infinity. Additionally, an observable is known which takes only a few discrete values and is trivial on almost all points in phase space [5]. For gravity coupled to matter, in some cases gauge invariant functions describing matter are known but in general no phase space functions which describe the gravitational degrees of freedom (with the exception of the ADM charges). Yet there are infinitely many gauge invariant degrees of freedom.
But first we will give an introduction of the concepts of partial and complete observables and of the relevant results of [7] in section 2. Right from start we will consider field theories, that is systems with infinitely many constraints. In section 2 we will also explain under which circumstances one can reduce the number of constraints one has to deal with for the calculation of complete observables from infinitely many to finitely many constraints.

Section 3 reviews the canonical formulation of general relativity, in particular the connection between the canonical picture, i.e. where spacetime is split into space and time, and the covariant picture, where one considers spacetime without such a splitting.

This is necessary to understand spacetime scalars in the canonical picture. As will be explained in section 4 one can use these spacetime scalars as partial observables in order to reduce the number of constraints one has to deal with for the computation of complete observables drastically. Moreover we will show in section 5 and in the appendix how one can construct canonical fields which behave as spacetime scalars.

In section 6 we explain how one can get rid of the spatial diffeomorphism constraints. That means that afterwards one works only with quantities which are invariant under spatial diffeomorphisms. In particular we introduce spatial diffeomorphism invariant Hamiltonian constraints. Here we will show that using special partial observables one has just to deal with one constraint in order to calculate Dirac observables invariant under all constraints.

Section 7 discusses the Poisson brackets of the spatial diffeomorphism invariant Hamiltonian constraints introduced in section 6 and shows how one can get Abelian, diffeomorphism invariant Hamiltonian constraints.

In section 8 we will consider the example of gravity coupled to matter scalar fields, and we end with a summary in section 9.

2. Complete observables for field theories

In this section we will consider partial and complete observables for field theories, and at the same time summarize those results from [7] which are necessary for this work.

For a field theory we work with a phase space $\mathcal{M}$ which is some Banach space of fields given on a spatial $d$-dimensional manifold $\Sigma$ and subject to some boundary conditions. Points in $\Sigma$ will be denoted by $\sigma$ and we will assume that coordinates $(\sigma^a)_{a=1}^d$ have been fixed. We will also denote the coordinate tuple $(\sigma^a)_{a=1}^d$ by $\sigma$. Phase space points in $\mathcal{M}$ will be denoted by $x$ or $y$.

The symplectic structure of this phase space is defined via canonical coordinates denoted by $(\phi^A(\sigma), \pi_A(\sigma); \sigma \in \Sigma)$ where $A$ is from some finite index set $\mathcal{A}$. The non-vanishing Poisson brackets are given by

$$\{\phi^A(\sigma), \pi_B(\sigma')\} = \alpha_A \delta_A^B \delta(\sigma, \sigma'),$$

where $\delta(\sigma, \sigma')$ is the delta function on $\Sigma$ and $\alpha_A$ is a coupling constant for the fields $\phi^A, \pi_A$.

Constraint field theories have an infinite set of constraints $C_K(\sigma)$, labelled by an index $K$ from some finite index set $\mathcal{I}$ and by the points $\sigma$ of $\Sigma$. We will assume that all these constraints generate gauge transformations and are hence first class, that is, that the Poisson bracket of two constraints vanishes on the constraint hypersurface, i.e. that hypersurface in phase space, where all the constraints vanish. Furthermore we will assume that all gauge transformations can be generated by these constraints: i.e. consider the smeared constraint

$$C[\Lambda] := \int_\Sigma \Lambda^K(\sigma) C_K(\sigma) \, d^d\sigma,$$

where $\Lambda^K(\sigma)$ are phase space independent smearing functions, $d^d\sigma$ denotes the coordinate volume element on $\Sigma$ and we sum over the repeated index $K \in \mathcal{I}$. The gauge transformation
\[ \alpha_{\mu}^\prime \] generated by this constraint acts on a field \( \psi \) as
\[ \alpha_{\mu}^\prime (\psi(\sigma)) = \sum_{r=0}^{\infty} \frac{1}{r!} [\psi(\sigma), C[\Lambda]]_r. \] (3)

Here \( \{g, C\}_r \) are iterated Poisson brackets, i.e. \( \{g, C\}_0 = f \) and \( \{g, C\}_{r+1} = \{\{g, C\}_r, C\} \). We will often set the parameter \( r = 1 \) and omit the corresponding index; gauge transformations for other values of \( r \) can be obtained by rescaling the smearing functions \( \Lambda^K \).

Complete observables are phase space functions, which are invariant under such gauge transformations, i.e. which are Dirac observables. Complete observables are associated with partial observables, these are phase space functions, which are in general not invariant under gauge transformations. These partial observables are divided into clock variables \( T^K(\sigma), K \in \mathcal{I}, \sigma \in \Sigma \) and another partial observable \( f \). We need as many clock variables as there are constraints, therefore these are labelled by the index \( K \in \mathcal{I} \) and by the points \( \sigma \in \Sigma \). In general the partial observables may be arbitrary functionals of the basic canonical fields, but in the following we will often choose the partial observables also as fields, i.e. as functionals which will give the value of some field, built from the basic canonical fields, at a certain point \( \sigma_0 \in \Sigma \).

The complete observable \( F_{[f,T]}(\tau, x) \) associated with the partial observable \( f \) and the clock variables \( T := [T^K(\sigma)]_{K \in \mathcal{I}, \sigma \in \Sigma} \) will in general depend on infinitely many parameters \( \tau := (\tau^K(\sigma))_{K \in \mathcal{I}, \sigma \in \Sigma} \). It gives the value of the phase space function \( f \) at that point \( y \) in the gauge orbit through \( x \) at which the clock variables give the values \( [T^K(\sigma)](y) = \tau^K(\sigma) \) for all \( K \in \mathcal{I} \) and all \( \sigma \in \Sigma \).

The conditions \( [T^K(\sigma)](y) = \tau^K(\sigma) \) should specify a unique \( \tau \) point in the gauge orbit through \( x \). At that point one evaluates the phase space function \( f \) and this is the value of the complete observable \( F_{[f,T]}(\tau, x) \) assumes on all points on the gauge orbit through \( x \). Hence complete observables are gauge invariant.

One way to calculate the value of the complete observable \( F_{[f,T]}(\tau, x) \) is the following. First find the point \( y \) in the gauge orbit through \( x \) at which \( [T^K(\sigma)](y) = \tau^K(\sigma) \). That is, determine the flow
\[ [\alpha_{\mu}^\prime]_{\mathcal{L}}(T^K(\sigma))_{\mathcal{L}}(x) = \sum_{r=0}^{\infty} \frac{1}{r!} [T^K(\sigma), C[\Lambda]]_r(x) \] (4)
and find functions \( \beta^K(\sigma) \) such that
\[ [\alpha_{\mu}^\prime]_{\mathcal{L}}(T^K(\sigma))_{\mathcal{L}}(x) \simeq \tau^K(\sigma) \] (5)
for all \( K \in \mathcal{I} \) and \( \sigma \in \Sigma \). Here the symbol \( \simeq \) means, that the equation needs only to hold weakly, i.e. on the constraint hypersurface, or in other words, modulo terms which are at least linear in the constraints. In contrast to the smearing functions \( \Lambda^K \), which we assumed to be phase space independent, the functions \( \beta^K(\sigma) \) will in general depend on the phase space point \( x \). Therefore in equation (5) one has first to calculate the gauge transformation for general phase space independent \( \Lambda^K(\sigma) \) and afterwards to replace \( \Lambda^K(\sigma) \) by the phase space dependent functions \( \beta^K(\sigma) \). The value of the complete observable is then given by
\[ F_{[f,T]}(\tau, x) \simeq [\alpha_{\mu}^\prime]_{\mathcal{L}}(f)_{\mathcal{L}}(x). \] (6)

In most cases, it will be very difficult to find an explicit expression for the flows (4) and to solve equations (5). In [7] we therefore developed a system of partial differential equations, which describe the complete observables. For field theories one will get functional differential

\[ \text{This uniqueness is not always necessary, as is discussed in [7].} \]
equations. In order to state these functional differential equations, we remark that one can always replace one constraint set by another set of constraints as long as these define the same constraint hypersurface. Both set of constraints will then lead to the same gauge orbits at least on the constraint hypersurface. The main idea now is to introduce new constraints, which will evolve the clock variables in a particularly simple way.

Consider the infinite-dimensional matrix defined by

\[ A^K_L(\sigma, \sigma') := \{ T^K(\sigma), C_L(\sigma') \}. \]

One has to find the inverse \( (A^{-1})^L_M(\sigma, \sigma') \) to this matrix, i.e. an integral kernel

\[ (A^{-1})^L_M(\sigma, \sigma') \]

satisfying

\[ \int_{\Sigma_1} d\sigma d\sigma' A^K_L(\sigma, \sigma')(A^{-1})^L_M(\sigma', \sigma'') = \delta^K_M \delta(\sigma, \sigma'') \]

\[ \int_{\Sigma_1} d\sigma d\sigma' (A^{-1})^L_M(\sigma, \sigma') A^K_L(\sigma', \sigma'') = \delta^K_M \delta(\sigma, \sigma''). \]

Then the new constraints \( \tilde{C}_K \) are given by

\[ \tilde{C}_K(\sigma) := \int_{\Sigma_1} d\sigma' C_L(\sigma')(A^{-1})^L_K(\sigma', \sigma). \]

Note that the integral kernel \( (A^{-1})^L_M(\sigma, \sigma') \) is easier to obtain if \( A^K_L(\sigma, \sigma') \) is ultra-local, i.e. \( A^K_L(\sigma, \sigma') \sim \delta(\sigma, \sigma') \).

With these new constraints, we have that at least on the constraint hypersurface

\[ \{ T^K(\sigma), \tilde{C}_L(\sigma') \} \simeq \delta^K_L \delta(\sigma, \sigma') \]

and hence

\[ \alpha_{\tilde{C}[\Lambda]}(T^K(\sigma)) \simeq T^K(\sigma) + \Lambda^K(\sigma), \]

where \( \tilde{C}[\Lambda] := \int_{\Sigma_1} A^K_L(\sigma) \tilde{C}_L(\sigma) \, d^4\sigma \).

Equations (10) and (11) mean that the flow generated by the constraint \( \tilde{C}_K(\sigma) \) is along the \( T^K(\sigma) \)-coordinate line (i.e. along the one-dimensional lines, where all the other clock variables and all Dirac observables are constant) on the constraint hypersurface. From this it also follows that the flows generated by the new constraints have to commute on the constraint hypersurface, i.e. that the Poisson brackets between two of the new constraints

\[ \{ \tilde{C}_K(\sigma), \tilde{C}_L(\sigma') \} = O(C^2) \]

involve only those terms, which are at least quadratic in the constraints\(^3\). We will therefore call these constraints weakly Abelian.

With these new constraints solving equations (4) and (5) becomes trivial and we can plug in the solutions \( \beta^L(\sigma) = \tau^L(\sigma) - T^L(\sigma) \) into equation (6) in order to obtain for the complete observable

\[ F_{[f; T]}(\tau, x) \simeq [\alpha_{\tilde{C}[\Lambda]}(f)]_{\Lambda \rightarrow (\tau - T(x))}(x) \]

\[ \simeq \sum_{r=0}^{\infty} \frac{1}{r!} \int_{\Sigma} d^d\sigma_1 \cdots d^d\sigma_r \{ \{ f, \bar{C}_{K_1}(\sigma_1) \}, \ldots, \bar{C}_{K_r}(\sigma_r) \}(x) \]

\[ \times (\tau^{K_1}(\sigma_1) - T^{K_1}(\sigma_1)(x)) \cdots (\tau^{K_r}(\sigma_r) - T^{K_r}(\sigma_r)(x)). \]

From here it is straightforward to see that complete observables satisfy the functional differential equations

\[ \frac{\delta}{\delta \tau^K(\sigma)} F_{[f; T]}(\tau, x) \simeq F_{[f, \tilde{C}_K(\sigma); T]}(\tau, x), \]

\[ \text{Equation (12) can be checked explicitly, see [7].} \]

\[ \text{Indeed, equation (12) can be checked explicitly, see [7].} \]
with initial conditions

\[ F_{[\psi, T]}(\tau \equiv T, \cdot) = f. \] (15)

Note that equation (13) gives complete observables as a formal power series in the \( \tau^K(\sigma) - T^K(\sigma)(x) \). Many properties of complete observables can be proven by using this power series, see [7].

For instance, consider the case where we have clock variables \( T^K(\sigma) \) and a partial observable \( f = \psi(\sigma^*) \) such that these fields have at least weakly ultra-local Poisson brackets with the constraints, i.e. such that \[
\{ T^K(\sigma), C_L(\sigma') \} \sim \delta(\sigma, \sigma') \quad \text{and} \quad \{ \psi(\sigma^*), C_L(\sigma') \} \sim \delta(\sigma^*, \sigma').
\] (16)

modulo terms at least linear in the constraints. Then the matrices \( A^K_L(\sigma, \sigma') \) and \( (A^{-1})^K_L(\sigma, \sigma') \) will also be ultra-local\(^4\) and the new constraints are just given by

\[ \hat{C}_L(\sigma) = (B^{-1})^K_L(\sigma)C_K(\sigma), \] (17)

where the phase space functions \( B^K_L(\sigma) \) are defined by

\[ A^K_L(\sigma, \sigma') =: B^K_L(\sigma)\delta(\sigma, \sigma'). \] (18)

Now we have also for the new constraints that

\[ \{ \psi(\sigma^*), \hat{C}_L(\sigma) \} \sim \delta(\sigma^*, \sigma) \] (19)

at least on the constraint hypersurface. Hence the first-order term in the power series (15) for the complete observable \( F_{[\psi(\sigma^*), T]}(\tau, \cdot) \) can be written as

\[
\int \{ \psi(\sigma^*), \hat{C}_K(\sigma) \} (\tau^K(\sigma) - T^K(\sigma)) \, d^4\sigma
\]

\[
\simeq \int \{ \psi(\sigma^*), \hat{C}_K[1] \} (\tau^K(\sigma) - T^K(\sigma)) \, d^4\sigma
\]

\[
\simeq \{ \psi(\sigma^*), \hat{C}_K[1] \} (\tau^K(\sigma^*) - T^K(\sigma^*)). \] (20)

Here \( \hat{C}_K[1] \) are the smeared constraints \( \hat{C}_K[\Lambda(K)] := \int \Lambda(K)C_K(\sigma) \, d^4\sigma \) with some smearing functions \( \Lambda(K) \) such that \( \Lambda(K)[\sigma^*] = 1 \). Note that this first-order term just depends on the parameters \( \tau^K(\sigma^*), K \in \mathcal{I} \) and not on the parameter fields \( \tau^K(\sigma) \). The question is whether this holds also for the higher order terms. Consider the double Poisson bracket of \( \psi(\sigma^*) \) with two constraints

\[
\{ \{ \psi(\sigma^*), \hat{C}_K_1(\sigma_1) \}, \hat{C}_K_2(\sigma_2) \} \simeq \{ \{ \psi(\sigma^*), \hat{C}_K_1[1] \}, \hat{C}_K_2(\sigma_2) \} \delta(\sigma^*, \sigma_1)
\]

\[
\simeq \{ \{ \psi(\sigma^*), \hat{C}_K_2(\sigma_2) \}, \hat{C}_K_1[1] \} \delta(\sigma^*, \sigma_1)
\]

\[
\simeq \{ \{ \psi(\sigma^*), \hat{C}_K_1[1] \}, \hat{C}_K_2[1] \} \delta(\sigma^*, \sigma_1) \delta(\sigma^*, \sigma_2). \] (21)

where we used in the second and third line that the new constraints are weakly Abelian. Iterating this argument we will find

\[
\{ \cdots \{ \psi(\sigma^*), \hat{C}_K(\sigma_1) \}, \cdots, \hat{C}_K(\sigma_r) \} \simeq \{ \cdots \{ \psi(\sigma^*), \hat{C}_K_1[1] \}, \cdots, \hat{C}_K_1[1] \} \delta(\sigma^*, \sigma_1) \cdots \delta(\sigma^*, \sigma_r). \] (22)

Now the power series (13) for the complete observable \( F_{[\psi(\sigma^*), T]}(\tau, \cdot) \) simplifies very much since all integrals over the spatial manifold \( \Sigma \) are trivially solved by delta functions:

\[
F_{[\psi(\sigma^*), T]}(\tau, \cdot) \simeq \sum_{r>0} \frac{1}{r!} \{ \psi(\sigma^*), \hat{C}_K_1[1] \}, \cdots, \hat{C}_K_1[1] \}
\times (\tau^K_1(\sigma^*) - T^K_1(\sigma^*)) \cdots (\tau^K_r(\sigma^*) - T^K_r(\sigma^*)).
\] (23)

\(^4\) Terms which are not ultra-local and hence are vanishing on the constraint hypersurface can be omitted.
In this power series we have just to deal with the finitely many constraints $\tilde{C}_K$, $K \in I$ and not with the infinitely many constraints $\tilde{C}_K(\sigma)$, $K \in I, \sigma \in \Sigma$ as is the case in the general formula (13). Also the complete observable just depends on the finitely many parameters $\tau^K(\sigma^\ast)$ and not on the whole parameter fields $\tau^K(\sigma), \sigma \in \Sigma$. In correspondence with this we are just left with the clock variables $T^K(\sigma^\ast)$ at the point $\sigma^\ast$.

We arrived at this reduction by utilizing two facts: first we used partial observables which are already invariant with respect to almost all constraints, i.e. with respect to all constraints except those at the point $\sigma^\ast$. In [7] it is outlined that such 'partially invariant' partially observables can be used, in order to construct complete observables with respect to all constraints.

Second we used weakly Abelian constraints. This ensured that the partial observables remain 'partially invariant' if one applies the Poisson brackets with these constraints.

In the next section we will review the canonical formulation of general relativity and in the following section ask for phase space functions which have ultra-local Poisson brackets with the constraints.

3. Canonical formulation of general relativity

For extended reviews of the canonical formulation of general relativity see [3, 4, 10, 11]. We will here just summarize the relevant results.

The phase space variables for the gravitational degrees of freedom are given by the spatial metric $g_{ab}(\sigma)$ and the conjugated momentum $p_{ab}(\sigma)$, which are fields on the spatial manifold $\Sigma$. We will assume that $\Sigma$ is a compact manifold. The Poisson brackets between these fields are given by

$$\{g_{ab}(\sigma), p_{cd}(\sigma')\} = \kappa \delta^e_a \delta^d_c \delta(\sigma, \sigma'),$$

where $\kappa = 8\pi G/c^3$ with $G$ Newton’s constant is the gravitational coupling constant. The matter degrees of freedom are similarly described by matter fields defined on $\Sigma$. We will consider only non-derivative couplings of matter to gravity.

The phase space variables are subject to constraints. For each point $\sigma \in \Sigma$ there are $d$ diffeomorphism constraints

$$C_a(\sigma) = \psi^a C_a(\sigma) + \text{mat} C_a(\sigma) = -\frac{2}{\kappa} g_{bc} D_b p^{ac}(\sigma) + \text{mat} C_a(\sigma),$$

where $D$ denotes the covariant (Levi-Civita) differential associated with the metric $g_{ab}$. The matter parts of the diffeomorphism constraints depend on the tensorial character of the matter fields. If these are described by spatial scalar fields $\psi^K$ and conjugated momenta $\pi^K$, which have to be scalar densities, the matter parts are given by

$$\text{mat} C_a(\sigma) = \sum_K \frac{1}{\alpha_K} \psi^K_a \pi^K.$$

The subindex ', $a'$ denotes partial differentiation with respect to $a$. Furthermore we have the so-called Hamiltonian constraints

$$C_{\perp}(\sigma) = \psi^a C_{\perp}(\sigma) + \text{mat} C_{\perp}(\sigma)$$

$$= \frac{1}{\kappa} \left[ g^{a\frac{1}{2}} \left( g^{bc} g_{cd} - \frac{1}{d-1} g_{ab} g_{cd} \right) p^{ac} p^{cd}(\sigma) - g^{a\frac{1}{2}} R(\sigma) \right] + \text{mat} C_{\perp}(\sigma).$$

$^5$ We will consider here the canonical formulation in the ADM variables [4].
Here $g = \det(g_{ab})$ is the determinant and $R$ the Ricci scalar for the spatial metric $g_{ab}$. For a non-derivative coupling the matter part $m\phi C_\perp$ may depend on the metric $g_{ab}$ but not on the gravitational momentum $p^{ab}$.

There may arise additional constraints for the matter fields, but we will assume that these are already solved and one is working on the reduced phase space with respect to these matter constraints.

General relativity is a totally constrained system, that is the Hamiltonian of the theory is a linear combination of the constraints

$$H[N, N^a] = \int_\Sigma (N(\sigma)C_\perp(\sigma) + N^a(\sigma)C_a(\sigma)) \, d^d \sigma,$$

(28)

where $N$ and $N^a$ are called lapse and shift functions. Apart from the condition that the lapse has to be strictly positive, the lapse and shift function can be chosen arbitrarily. The constraint algebra is given by

$$\{H[M, M^a], H[N, N^a]\} = H[M^b N^b - N^b M^b, M^b N^a - N^b M^a + g^{ab}(MN^b - NM^b)].$$

(29)

Because of the appearance of the inverse metric $g^{ab}$ this algebra is a constraint algebra with structure functions.

Since the system is totally constrained, we know that the Hamiltonian equations of motion

$$\frac{\partial}{\partial s} g_{ab}(s, \sigma) = \{g_{ab}(s, \sigma), H[N, N^a]\}$$

$$\frac{\partial}{\partial s} p^{ab}(s, \sigma) = \{p^{ab}(s, \sigma), H[N, N^a]\}$$

(30)

and similarly for the matter fields describe the evolution with respect to an a priori unphysical time parameter $s$.

Assume that one has found a complete solution to the equations of motion (30) with some choice of lapse and shift functions. We now want to reconstruct the spacetime metric $\gamma_\mu^\nu$ on the spacetime manifold, in the following denoted by $\mathcal{S}$. So far we have just the $s$-dependent spatial metric $g_{ab}(s, \sigma)$ on the $d$-dimensional manifold $\Sigma$, the lapse and shift functions $N(s, \sigma), N^a(s, \sigma)$ and the conjugated momentum $p^{ab}(s, \sigma)$.

In order to reconstruct the spacetime metric, one has to embed the surface $\Sigma$ into the manifold $\mathcal{S}$ for each value of the parameter $s$. To this end introduce a coordinate system $(z^\mu)_{\mu=0,\ldots,d}$ on $\mathcal{S}$. The embeddings can then be written as

$$Z^i : \Sigma \to \mathcal{S} \quad \sigma \mapsto Z^i(\sigma) \equiv (Z^{\mu}(s, \sigma))_{\mu=0}^d,$$

(31)

where $(Z^{\mu}(s, \sigma))_{\mu=0}^d$ are the coordinates for the point $Z^i(\sigma)$. The image of $Z^i$ is the embedded hypersurface $\Sigma_i \subset \mathcal{S}$.

The embeddings (31) induce $d$-independent vector fields $Z_\nu^a, a = 1, \ldots, d$ on $\mathcal{S}$, which are tangential to the hypersurfaces $\Sigma_i$:

$$Z_\nu^a(z) := Z_\nu^a(s, \sigma)|_{z^\mu = Z^\mu(\sigma)}.$$

(32)

The derivative of the embeddings (31) with respect to the parameter $s$ defines the spacetime deformation vector

$$N^\nu(z) := \frac{\partial Z^\mu}{\partial s}(s, \sigma)|_{z^\mu = Z^\mu(\sigma)}.$$
The embeddings (31) should be such that the \((d+1)\) vector fields \(\{N^\mu, Z^\mu_a\}\), \(a = 1, \ldots, d\) form a basis of the tangent space to \(S\). One can then define the spacetime metric \(\gamma_{\mu\nu}\) by giving its matrix elements with respect to this basis:

\[
\gamma_{\mu\nu} = \gamma_{\mu\nu}(z) \equiv \begin{pmatrix} -N^2 + N^c N_c \gamma_{\mu\nu} N^\mu N^\nu(z) + N^a(z) N^\mu Z^\mu_a(z) & N^a(z) \gamma_{\mu\nu} Z^\mu_a(z) + g_{ab}(z) \end{pmatrix},
\]

where \(N(z), N^a(z)\) are the lapse and shift functions in the Hamiltonian (28), \(g_{ab}(z)\) is the spatial metric and \(N^c = N^b g_{ab}\). Here \(z\) refers to the point with coordinates \(z^\mu = Z^\mu(s, \sigma)\).

Hence given the family of spatial metrics \(g_{ab}(s, \sigma)\) satisfying (30) and the lapse and shift functions \(N, N^a(s, \sigma)\) one can reconstruct the spacetime metric \(\gamma_{\mu\nu}\).

In order to get the \(z^\mu\)-coordinate expression for the spacetime metric we introduce the future-pointing unit normal vector to the hypersurface \(/\Sigma_1s\)

\[
n^\mu(z) = \frac{1}{N} (N^\mu - N^a Z^a(z)).
\]

The inverse spacetime metric \(\gamma^{\mu\nu}\) can then be written as

\[
\gamma^{\mu\nu}(z) = Z^\mu_a Z^\nu_b g^{ab}(z) - n^\mu n^\nu(z),
\]

where \(g^{ab}(z)\) is the inverse of \(g_{ab}\) at \(z^\mu = Z^\mu(s, \sigma)\). From the inverse spacetime metric one can calculate the spacetime metric \(\gamma_{\mu\nu}(z)\).

The last equation in (34) means that the spacetime metric \(\gamma_{\mu\nu}\) induces a spatial geometry on \(/\Sigma_1s\) which coincides with the geometry defined by \(g_{ab}(s, \sigma)\). Also, the lapse and shift functions have a geometrical meaning. Because of (35) we have that the deformation vector \(N^\mu\), which connects two consecutive hypersurfaces \(/\Sigma_1s\) and \(/\Sigma_1s+\epsilon\) is given by

\[
N^\mu = \epsilon N + \epsilon Z^\mu_{a(*)\tau},
\]

That is, the lapse function \(N\) gives the proper distance \(\epsilon N\) between the two consecutive hypersurfaces \(/\Sigma_1s\) and \(/\Sigma_1s+\epsilon\) measured in normal direction. The shift vector \(\epsilon N^a\) gives the tangential deformation that is applied to the points of \(/\Sigma_1s\) if the embedding is changed from \(Z^\mu(s, \sigma)\) to \(Z^\mu(s, \sigma+\epsilon)\).

Here we began with the \(s\)-dependent spatial metric fields \(g_{ab}(s, \sigma)\) on \(\Sigma\) and the lapse and shift functions \(N(s, \sigma)\) and \(N^a(s, \sigma)\). We reconstructed the spacetime metric field \(\gamma_{\mu\nu}\) using the family of embeddings (31). If we had used another family of embeddings \(Z'_s\) we would have ended up with another spacetime metric field \(\gamma'_{\mu\nu}\). But this metric field would by definition induce the same geometry on the surfaces \(/\Sigma_1s\) as the metric field \(\gamma_{\mu\nu}\) on the surfaces \(/\Sigma_1s\) and the foliation \(/\Sigma_1s\) would be still characterized by the same lapse and shift functions. Indeed one can understand the change from \(\gamma_{\mu\nu}\) to \(\gamma'_{\mu\nu}\) as the effect of a coordinate transformation

\[
z^\mu \mapsto z'^\mu = Z'_s(s, \sigma)|_{Z^\mu(s, \sigma) = z^\mu},
\]

which also changes the coordinates of the surfaces \(/\Sigma_1\) from \(z^\mu = Z^\mu(s, \sigma)\) to \(z'^\mu = Z'^\mu(s, \sigma)\).

However one can go the other way around and consider a fixed spacetime metric field \(\gamma_{\mu\nu}\) on \(S\) satisfying the Einstein equations. A family of embeddings \(Z_s\) as in (31) can then be used to define \(s\)-dependent spatial metrics on \(\Sigma\) by

\[
g_{ab}(s, \sigma) = Z^\mu_a Z^\nu_b \gamma_{\mu\nu}(z)|_{z^\mu = Z^\mu(s, \sigma)},
\]

Also, equations (33) and (34) determine lapse and shift functions \(N(s, \sigma)\) and \(N^a(s, \sigma)\). Moreover the conjugated momentum \(p^{ab}\) is defined by

\[
p^{ab}(s, \sigma) = g^{\tau c} (K_{ab} - g^{ab} K^c_c)(s, \sigma)
\]
where we raise and lower indices with $g^{ab}$ and $g_{ab}$, respectively. $K_{ab}$ is the extrinsic curvature of $\Sigma_1$:

$$K_{ab}(s, \sigma) = Z_a^\mu Z_b^\nu \nabla_\mu n_\nu(z)|_{z^\rho = Z^\rho(s, \sigma)}. \tag{41}$$

Here $\nabla$ is the covariant differential on $S$ associated with the spacetime metric $\gamma_{\mu\nu}$.

In general, a spacetime tensor field (for instance a matter field) on $\Sigma_1 \subset S$ can be pulled back to a spatial tensor field on $\Sigma$ in the following way:

$$t^{a\cdots b}(s, \sigma) = Z_a^\mu\cdots Z_b^\nu\cdots t^{\mu\cdots \nu}(z)|_{z^\rho = Z^\rho(s, \sigma)}, \tag{42}$$

where

$$Z_a^\mu = g^{ab}\gamma_{\mu\nu}Z_b^\nu. \tag{43}$$

But in pulling back tensor fields to $\Sigma$ we will always project out the normal components of these tensor-fields, because we have $Z_a^\mu n_\mu = Z^\mu_a n_\mu = 0$ by definition. One can regain these components by first projecting tensor components onto the normal vector and then pulling back the resulting expression:

$$t^{a\cdots \bot\cdots b\cdots \bot}(s, \sigma) = (-1)^{\bar{N}} Z_a^\mu\cdots n_\rho\cdots Z_b^\nu\cdots n_\kappa\cdots t^{\mu\cdots \rho\cdots \kappa}(z)|_{z^\rho = Z^\rho(s, \sigma)}, \tag{44}$$

where $\bar{N}$ is the number of contractions of lower or upper indices with the normal vector or the normal covector. We can then regain for instance a spacetime vector as $t^\mu = Z^\mu_a t^a + n_\mu t^\bot$. The two operations of pulling back and projecting onto the normal vector give the fields we are working with in the canonical formalism.

Now if we change the embeddings $Z_i$ to $Z_i'$ but leave the spacetime metric field $\gamma_{\mu\nu}$ fixed, the induced spatial metrics and conjugated momenta will also change as well as the lapse and shift functions.

In particular, consider a family of embeddings of $\Sigma$ with

$$Z^\mu(\epsilon, \sigma) = Z^\mu(0, \sigma) + \epsilon \Lambda(\sigma) n^\mu(z)|_{z^\rho = Z^\rho(0, \sigma)} + \epsilon \Lambda^a(\sigma) Z^a(0, \sigma) + O(\epsilon^2). \tag{45}$$

One can show [3, 11] that the induced canonical data on $\Sigma$ for parameter value $s = \epsilon$ are given by

$$g^{ab}(\epsilon, \sigma) \simeq g^{ab}(0, \sigma) + [g^{ab}(0, \sigma), H[\Lambda, \Lambda^a]]|_{s=0} + O(\epsilon^2)$$

$$p^{ab}(\epsilon, \sigma) \simeq p^{ab}(0, \sigma) + [p^{ab}(\sigma), H[\Lambda, \Lambda^a]]|_{s=0} + O(\epsilon^2), \tag{46}$$

with

$$H[\Lambda, \Lambda^a] = \int_\Sigma (\Lambda C_\perp(\sigma) + \Lambda^a C_a(\sigma)) d^d\sigma. \tag{47}$$

Hence one can say that the Hamiltonian constraint $C_\perp$ generates deformations of the embedding of $\Sigma$ in normal direction to the embedded surface and that the diffeomorphism constraints $C_a$ generate deformations in the tangential directions, i.e. spatial diffeomorphisms. We want to remark that equations (46) are only valid if the canonical data $g^{ab}(s, \sigma)$ and $p^{ab}(s, \sigma)$ are induced from a spacetime metric satisfying the Einstein equations.

4. Complete observables associated with spacetime scalars

It is often suggested [6, 12, 13] to construct the following spacetime diffeomorphism invariant quantity. Choose $(d + 1)$ spacetime scalar fields $\psi^K, K = 0, \ldots, d$ and calculate the value of a $(d + 2)$ scalar field $\phi$ at that point in spacetime at which the fields $\psi^K$ assume the values $\xi^K$. 

Hence, in order to define these observables, one needs to specify only \((d + 1)\) parameter values \(\xi^K\) and not infinitely many parameters \(\tau^K(\sigma), \sigma \in \Sigma\), as is the case for the complete observables in the canonical formalism.

The question arises whether one can define the same kind of observables also in the canonical formalism. In the following we will show, that this is indeed the case. To this end we will use the ideas sketched in section 2 and therefore look for partial observables, which are already invariant with respect to almost all constraints. Then it may indeed happen, that the corresponding complete observable does only depend on \((d + 1)\) parameters and not on the parameter fields \(\tau^K(\sigma), \sigma \in \Sigma\). Therefore let us contemplate the question, how one can decide in the canonical formalism, whether a certain phase space quantity can be reconstructed as a spacetime scalar or not.

That is, given a spatial scalar \(\psi\) on \(\Sigma\), built from the canonical fields. The equations of motions for the latter will result in a field \(\psi(s, \sigma)\) on \(\mathbb{R} \times \Sigma\). This can be mapped to a field \(\psi(z)\) on the spacetime manifold \(\mathcal{S}\) by the family of embeddings \(Z_s\) (see (31)). Can one decide whether \(\psi(z)\) is also a spacetime scalar or rather something else, like the projection of a spacetime vector onto the normal vector fields to the surfaces \(\Sigma_s\)?

Indeed there is a necessary and sufficient condition for \(\psi\) to be reconstructable as a spacetime scalar. Likewise, there are conditions for all other kinds of spacetime tensors, summarized in the reconstruction theorem of Kuchař [11]. For the moment we will only consider the condition for spacetime scalars, since this will give as the kind of partially invariant partial observables we are looking for; a field \(\psi\) built from the canonical fields and behaving as a scalar under spatial diffeomorphisms of \(\Sigma\), is reconstructable as a spacetime scalar if and only if we have for every point \(\sigma \in \Sigma\)

\[
\left\{ \psi(\sigma), \int_{\Sigma} N \mathcal{C}_\perp(\sigma') \, d^d\sigma' \right\} \simeq 0 \quad \text{(48)}
\]

for all lapse functions \(N(\sigma')\) with \(N(\sigma) = 0\). That is the Poisson brackets of a spacetime scalar field with the Hamiltonian constraints (and also with the diffeomorphism constraints, see below) have to be ultra-local.

One can prove this assertion by realizing that infinitesimal gauge transformations with lapse functions that vanish at the point \(\sigma\) deform the position of the hypersurface \(\Sigma_s\) in such a way that the point \(\sigma\) is mapped to the same spacetime point as before. That is, the hypersurface is tilted but the point \(Z_s(\sigma)\) is held fixed. A spacetime scalar should only depend on the point \(Z_s(\sigma)\) but not on the shape of the hypersurface \(\Sigma_s\) containing this point. In contrast to that, the projection of a spacetime vector to the normal unit vector should depend on the shape of the hypersurface, since the normal vector itself depends on the shape of the hypersurface, see the appendix.

A field \(\psi\) behaves as a spatial scalar if it exhibits the following Poisson brackets with the diffeomorphism constraints:

\[
\left\{ \psi(\sigma), \int_{\Sigma} N^a \mathcal{C}_a(\sigma') \, d^d\sigma' \right\} = N^a(\sigma) \psi_a(\sigma). \quad \text{(49)}
\]

So the Poisson brackets with diffeomorphism constraints smeared with shift functions \(N^a\) which vanish at the point \(\sigma\) also vanish.

In the following we will call all canonical fields satisfying equations (48) and (49) spacetime scalars. As we have seen, spacetime scalars exhibit exactly those properties, which we need in order to apply the reasoning from section 2.

That is choose as clock variables \((d + 1)\) fields \(T^K, K = 0, \ldots, d\), satisfying equations (48) and (49). Then we can write for the Poisson brackets between the latter
and the constraints

\[ A^K_{\perp}(\sigma, \sigma') = [T^K(\sigma), C_{\perp}(\sigma')] \simeq \{ T^K(\sigma), C_{\perp}[1]\} \delta(\sigma, \sigma') =: B^K_{\perp}(\sigma) \delta(\sigma, \sigma') \]

\[ A^K_a(\sigma, \sigma') = [T^K(\sigma), C_a(\sigma')] = T^K_a(\sigma) \delta(\sigma, \sigma') =: B^K_a(\sigma) \delta(\sigma, \sigma') \]  \hfill (50)

where we defined

\[ C_{\perp}[1] := \int_{\Sigma} C_{\perp}(\sigma') d\sigma'. \]  \hfill (51)

In the following we will use lower case letters from the middle of the alphabet to denote the set of indices \( \{\perp, a = 1, \ldots, d\} \). The weakly Abelian constraints at a point \( \sigma \) are just linear combinations of the old constraints at the same point:

\[ \tilde{C}_K(\sigma) = (B^{-1})_K(\sigma) C_j(\sigma). \]  \hfill (52)

Now, choose as partial observable \( f \) a spatial scalar field \( \psi \) evaluated at a point \( \sigma^* \), that is \( f = \psi(\sigma^*) \), where \( \psi \) satisfies requirements (48) and (49). Then we have also for the new constraints

\[ \{ \psi(\sigma^*), \tilde{C}_K(\sigma) \} \simeq \{ \psi(\sigma^*), \tilde{C}_K[1]\} \delta(\sigma^*, \sigma), \]  \hfill (53)

with \( \tilde{C}_K[1] = \int_{\Sigma} \tilde{C}_K(\sigma') d\sigma' \).\footnote{One can also use \( \tilde{C}_K[1] := \int_{\Sigma} \Lambda_i[K](\sigma) \tilde{C}_K(\sigma) d^d\sigma \) with \( \Lambda_i[K](\sigma^*) = 1 \).}

Since the new constraints \( \tilde{C}_K \) are weakly Abelian, the iterated Poisson brackets of \( \psi(\sigma^*) \) with the new constraints will also involve only delta functions and we obtain for the complete observable associated with \( \psi(\sigma^*) \):

\[
F_{\psi(\sigma^*); T}^{\psi(\sigma^*); T} = \sum_{r=0}^{\infty} \frac{1}{r!} \left[ \cdots \{ \psi(\sigma^*), \tilde{C}_K[1]\}, \ldots, \tilde{C}_K[1]\right] \\
\times (\tau^{K_1}(\sigma^*) - T^{K_1}(\sigma^*)) \cdots (\tau^{K_r}(\sigma^*) - T^{K_r}(\sigma^*)). \]  \hfill (54)

As for the covariant construction involving \( (d + 2) \) spacetime scalar fields mentioned at the beginning of this section, the right-hand side of equation (54) does depend only on the \((d + 1)\) parameters \( \tau^K := \tau^K(\sigma^*) \) and not on the infinitely many other values \( T^K(\sigma), \sigma \neq \sigma^* \).

Remember that the constraints generate deformations in the embedding of the hypersurface \( \Sigma \) into the spacetime manifold \( S \). Hence \( F_{\psi(\sigma^*); T}^{\psi(\sigma^*); T} \) gives the value of \( \psi(\sigma^*) \) on that family of embedded hypersurfaces for which \( T^K(\sigma^*) = \tau^K \). That is, these embeddings have to map the point \( \sigma^* \) to the spacetime point \( z^* \) characterized by \( T^K(z^*) = \tau^K \).

In other words \( F_{\psi(\sigma^*); T}^{\psi(\sigma^*); T} \) gives the value of the spacetime scalar \( \psi \) at that point in the spacetime manifold where the scalar fields \( T^K \) are equal to \( \tau^K \). In this way the fields \( T^K \) serve as a \textit{physical} coordinate system.

Note that in the power series (54) we have only to deal with the \((d + 1)\) constraints \( \tilde{C}_K[1] \) and not with the infinitely many constraints \( \tilde{C}_K(\sigma), \sigma \in \Sigma \). In section 6 we will reduce the number of constraints we have to deal with to 1.

5. The metric as a spacetime scalar

We have seen that if one uses spacetime scalars as partial observables, that is phase space functionals \( \psi(\sigma) \) satisfying equations (48) and (49), the associated complete observable will only depend on \((d + 1)\) parameters and not on infinitely many parameters.

Now the question arises whether there are enough phase space functionals with these properties. Of course, if gravity is coupled to matter fields, one can construct spacetime scalars out of these matter fields. One can also use the (spacetime) curvature tensor and
construct spacetime scalars from it by contraction. For a four-dimensional spacetime one can use the so-called Bergmann–Komar invariants \[12\], which are four independent spacetime scalars built from the spacetime curvature tensor. These invariants can be expressed through the canonical data \((g_{ab}, p^{ab})\) and matter fields, if one uses the equation of motion \[12\].

Assume that one has chosen \((d+1)\) spacetime scalars \(T^K, K = 0, \ldots, d\), for instance the Bergmann–Komar invariants or scalars built from matter fields. Then one can even express the inverse spacetime metric \(\gamma_{KL}\) in the \(T^K\) frame by
\[
\gamma_{KL}(z) = T^K_a T^L_b \gamma_{\mu\nu}(z). \tag{55}
\]

Now, if one applies a spacetime diffeomorphism to \(\gamma_{KL}\), the behaviour of \(\gamma_{\mu\nu}\) as a contravariant tensor is balanced by the covariant vectors \(T^K, \mu\). Hence each component of \(\gamma_{KL}\) behaves as a spacetime scalar. Using equation (36) these can also be expressed through canonical data and independently of lapse and shift functions in the following way:
\[
\gamma_{KL}(z) = T^K_a T^L_b \gamma_{\mu\nu}(z) \big|_{z^\mu = Z^\mu(s, \sigma)} \tag{56}
\]
Here we used, that
\[
T^K_\mu(s, \sigma) = Z^\mu_a(s, \sigma) T^K_\mu(z) \big|_{z^\mu = Z^\mu(s, \sigma)} \tag{57}
\]
in the second line of (56) and the equations of motion
\[
n^K_\mu(z) = \{T^K, C^\mu_1[1]\} \big|_{z^\mu = Z^\mu(s, \sigma)} \tag{58}
\]
in the third line. (Remember that \(C_1\) generated deformation of the hypersurface in normal direction.) From now on we will abbreviate \([T^K, C^\mu_1[1]]\) with \(-T^K_\perp\), where the minus sign appears because of the convention in (44).

The spacetime metric \(\gamma_{KL}\) inverse to \(\gamma_{LM}\) is given by
\[
\gamma_{KL} = (B^{-1})^a_k (B^{-1})^b_L g_{ab} - (B^{-1})^a_k (B^{-1})^b_L. \tag{59}
\]
where \((B^{-1})^a_k\) is the inverse to the matrix \(B^K_j\) introduced in (50).

In the following we will show that the phase space functional
\[
\gamma_{KL}(\sigma) := T^K_a T^L_b g_{ab}(\sigma) - T^K_L T^L_\perp(\sigma) \tag{60}
\]
satisfies indeed the requirements in order to be reconstructable as a spacetime scalar. That is, we will show that the Poisson brackets of this quantity with the constraints \((C_\perp(\sigma), C_\mu(\sigma'))\) and therefore also with the weakly Abelian constraints \(\tilde{C}_K(\sigma')\) does involve only delta functions \(\delta(\sigma, \sigma')\) at least on the constraint hypersurface. Since the new constraints are weakly Abelian this property holds at least weakly also for the Poisson bracket of \(\gamma_{KL}\) with the smeared constraints \(\tilde{C}_K[1]\). This gives us further phase space quantities, for which formula (54) is applicable.

For the calculation of the Poisson brackets of \(\gamma_{KL}\) with the constraints, we will begin with the diffeomorphism constraints \(C_\mu(\sigma')\). Since \(T^K_\mu\) are spatial scalars the first summand in (60) has to be also a spatial scalar, i.e. we have
\[
\{T^K_a T^L_b g_{ab}(\sigma), C_\mu(\sigma')\} = [T^K_a T^L_b g_{ab}(\sigma)]_c(\sigma) \delta(\sigma, \sigma'). \tag{61}
\]
This also holds for the normal derivatives \(-T^K_\mu(\sigma)\) in (60). More explicitly, we use the Jacobi identity and the fact that the smeared Hamiltonian constraint \(C_\perp(1)\) commutes with the
diffeomorphism constraints $C_c(\sigma')$ (see 29):
\[
\{-T^K_\perp(\sigma), C_c(\sigma')\} = \{|T^K, C_\perp[1]\}, C_c(\sigma')\} \\
= \{|T^K, C_c(\sigma')\}, C_\perp[1]\} \\
= \{T^K_\perp(\sigma), C_\perp[1]\}\delta(\sigma, \sigma') \\
= \delta(\sigma, \sigma')\frac{\partial}{\partial \sigma'}[T^K(\sigma), C_\perp[1]] \\
= -T^K_\perp(\sigma)\delta(\sigma, \sigma').
\]  
(62)

Here we applied in the fourth line the identity
\[
\left\{ \frac{\partial}{\partial \sigma'} a \phi(\sigma), \psi(\sigma') \right\} = \frac{\partial}{\partial \sigma'} \left\{ \phi(\sigma), \psi(\sigma') \right\}.
\]  
(63)

Hence we have
\[
\left\{ \gamma^{KL}(\sigma), C_c(\sigma') \right\} = \gamma^{KL}(\sigma)\delta(\sigma, \sigma')
\]  
(64)
and therefore $\gamma^{KL}(\sigma)$ behaves indeed as a spatial scalar.

For the Poisson bracket of $\gamma^{KL}$ with the Hamiltonian constraints $C_\perp(\sigma')$ we need the Poisson brackets between $T^K_\perp$ and the Hamiltonian constraints
\[
\left\{ T^K_\perp(\sigma), C_\perp(\sigma') \right\} = -\frac{\partial}{\partial \sigma} \left[ T^K_\perp(\sigma)\delta(\sigma, \sigma') \right]
\]  
(65)

and between $g^{ab}$ and the Hamiltonian constraints
\[
[g^{ab}(\sigma), C_\perp(\sigma')] = -2g^{-\frac{1}{2}} \left( g^{ab} - \frac{1}{d-1} g^{ab} p \right)(\sigma)\delta(\sigma, \sigma') = \{g^{ab}(\sigma), C_\perp[1]\}\delta(\sigma, \sigma').
\]  
(66)

Furthermore, in order to calculate the Poisson brackets of $-T^K_\perp$ with the Hamiltonian constraints we will use again the Jacobi identity and the constraint algebra (29), namely
\[
\left\{ C_\perp[1], C_\perp(\sigma') \right\} = -\frac{\partial}{\partial \sigma}(g^{ab} C_b)(\sigma'),
\]  
(67)
so that we can write
\[
\{-T^K_\perp(\sigma), C_\perp(\sigma')\} = \{|T^K, C_\perp[1]\}, C_\perp(\sigma')\} \\
= \{|T^K(\sigma), C_\perp(\sigma'), C_\perp[1]\} - \{|C_\perp[1], C_\perp(\sigma'), T^K(\sigma)\} \\
= \{-T^K_\perp(\sigma), C_\perp[1]\}\delta(\sigma, \sigma') + \left\{ \frac{\partial}{\partial \sigma}(g^{ab} C_b)(\sigma'), T^K(\sigma) \right\} \\
= \{-T^K_\perp(\sigma), C_\perp[1]\}\delta(\sigma, \sigma') + \frac{\partial}{\partial \sigma'}[C_b(\sigma')\{g^{ab}(\sigma'), T^K(\sigma)\}] \\
+ \frac{\partial}{\partial \sigma}(g^{ab}(\sigma')\{C_b(\sigma'), T^K(\sigma)\}) \\
\simeq \{-T^K_\perp(\sigma), C_\perp[1]\}\delta(\sigma, \sigma') - \frac{\partial}{\partial \sigma'} \left[ g^{ab}(\sigma')T^K_\perp(\sigma)\delta(\sigma, \sigma') \right] \\
\simeq \{-T^K_\perp(\sigma), C_\perp[1]\}\delta(\sigma, \sigma') - g^{ab}(\sigma)T^K_\perp(\sigma)\frac{\partial}{\partial \sigma'}(\sigma, \sigma'),
\]  
(68)

where in the last line we used the delta function identity
\[
\frac{\partial}{\partial \sigma'}[\psi(\sigma')\phi(\sigma)\delta(\sigma, \sigma')] = \frac{\partial}{\partial \sigma'}[\psi(\sigma)\phi(\sigma)\delta(\sigma, \sigma')] \\
= \psi(\sigma)\phi(\sigma)\frac{\partial}{\partial \sigma}(\sigma, \sigma').
\]  
(69)
This equation can be proved by integrating both sides with test functions $\Lambda(\sigma)$ and $\Lambda'(\sigma)$. Finally in order to put the results of (65) and (66) and (68) together, we utilize another delta function identity which can be proved in a similar manner as (69):

$$\frac{\partial}{\partial \sigma^a} \delta(\sigma, \sigma') = -\frac{\partial}{\partial \sigma^b} \delta(\sigma, \sigma').$$

The derivatives of the delta functions in (65) and (68) then cancel each other and we will end with

$$\{\gamma^{KL}(\sigma), C(\sigma') \} \simeq \left[ -T^K_{\perp L} \gamma^{ab} - T^K_{\perp L} T^L_{\perp a} \gamma^{ab} + T^K_{\perp L} \gamma^{ab}, C(1) \right]$$

\[ - T^K_{\perp L} \gamma^{ab} + T^K_{\perp L} \gamma^{ab} \right] \delta(\sigma, \sigma').

This finishes the proof that $\gamma^{KL}$ and therefore also $\gamma^{KL}$ can be reconstructed as a spacetime scalar.

These considerations allow the construction of all kinds of spacetime diffeomorphism invariant quantities connected to metric properties as observables in the canonical formalism. For instance, the spacetime volume of a certain spacetime region specified by the values of the fields $T^K$ can be expressed as the integral over the corresponding $\tau^K$-parameters over the complete observable associated with the determinant of $\gamma^{KL}$. Quantities which involve derivatives of the metric, as for instance curvatures, can be constructed by using the derivatives with respect to the parameters $\tau^K$ of the complete observables associated with the matrix elements of $\gamma^{KL}$. These coincide with the complete observables associated with the phase space function $\{\gamma^{KL}(\sigma), \tilde{C}_K(1)\}$, which is also a spacetime scalar.

In the appendix we show how one can express general spacetime tensor fields in the $T^K$-coordinate system and that the so gained $T^K$-components behave as spacetime scalars, i.e. have ultra-local Poisson brackets with the constraints.

## 6. Solving the diffeomorphism constraints

Using spacetime scalars as partial observables, we managed to reduce the number of constraints we have effectively to deal with to the $(d+1)$ constraints $\tilde{C}_K[1]$. That is, only these constraints appear in power series (54).

A further reduction can be obtained if one introduces complete observables with respect to the diffeomorphism constraints $C_a(\sigma), \sigma \in \Sigma, a = 1, \ldots, d$. This was also done in [14] for the example of gravity coupled to an incoherent dust (albeit with another terminology). Let us explain this idea in more detail.

In [7] it was shown that one can construct complete observables ‘in stages’, i.e. one can first look for phase space functions which are invariant under a subalgebra of the constraint algebra (e.g. the diffeomorphism constraints) and then use these partially invariant phase space functions as partial observables in order to construct complete observables which are invariant under all the constraints.

If one applies this strategy to the diffeomorphism and the Hamiltonian constraints, this means that one has first to construct spatially diffeomorphism invariant phase space functions. Then one uses these phase space functions as clock variables and partial observables in order to construct complete observables with respect to the Hamiltonian constraints. One does need as many clock variables as there are constraints left after the first step, i.e. as there are Hamiltonian constraints; that is just one clock variable for each point $\sigma \in \Sigma$. The proof in [7] shows, that if one constructs a complete observable associated with the diffeomorphism invariant clock...
variables and a diffeomorphism invariant partial observable with respect to the Hamiltonian constraints, this complete observable is not only invariant under these Hamiltonian constraints but also under the diffeomorphism constraints, which were not involved in the construction of the complete observable. This statement holds despite the fact, that e.g. the Poisson bracket of two Hamiltonian constraints is equal to a diffeomorphism constraint, i.e. that the Hamiltonian constraints do not close among themselves.

One method to complete the first step, i.e. to find spatial diffeomorphism invariant partial observables, is to construct complete observables with respect to the diffeomorphism group. One could then use these partially complete observables as partial observables in order to construct fully complete observables with respect to the Hamiltonian constraints. However one has then to work with two very different types of phase space functions: on the one hand, with the partially complete observables which will for instance not be labelled by the spatial points $\sigma \in \Sigma$ but by the parameter fields $\tau^A(\sigma), A = 1, \ldots, d$ (in special cases by just $d$ parameters $\tau^d$) and on the other hand, we have the Hamiltonian constraints $C\perp(\sigma)$ which are labelled by the spatial points $\sigma \in \Sigma$.

We will therefore replace the Hamiltonian constraints $C\perp(\sigma), \sigma \in \Sigma$ by another set of constraints which are also gained as partially complete observables with respect to the diffeomorphism group. Hence these new constraints are Hamiltonian constraints invariant under spatial diffeomorphism and therefore if one computes complete observables with respect to these constraints one works entirely with functions that are invariant under spatial diffeomorphisms.

But first we have to show that the so introduced new Hamiltonian constraints are equivalent to the old ones. To this end consider a first class constraint algebra $\mathcal{C}$ with a subalgebra $\mathcal{C}_1$. The constraints in this subalgebra will be denoted by $C_a$, where $a$ is here a possibly continuous index in an index set $A$. The remaining constraint set will be denoted by $\mathcal{C}_2$ and the constraints in this set by $C_j$ with an index $j$ from an index set $\mathcal{J}$. Choose a set of clock variables $T_{\mu}, a \in A$ such that the equations $T_{\mu} = \tau_\mu \forall a \in A$ provide good gauge conditions for some fixed real numbers $\tau_\mu, a \in A$. This condition will ensure that the partially complete observables are well defined.

Define the partially complete observables $D_{(C_j; T_{\mu})}(\tau_{\cdot}, \cdot)$ with respect to the constraint set $\mathcal{C}_1$ and associated with the clock variables $T_{\mu}, e \in A$ and the constraints $C_j, j \in \mathcal{J}$ (and with the fixed parameters $\tau_\mu, a \in A$). Here we use the symbol $D$ instead of $F$ in order to indicate that we compute the complete observable with respect to the subalgebra $\mathcal{C}_1$, to which $C_1$ is first class, i.e. $\mathcal{C}_1 \subset \mathcal{J}$ and associated with the clock variables $T_{\mu}, e \in A$ and the constraints $C_j, j \in \mathcal{J}$ (and with the fixed parameters $\tau_\mu, a \in A$). Here we use the symbol $D$ instead of $F$ in order to indicate that we compute the complete observable with respect to the subalgebra $\mathcal{C}_1$, to which $C_1$ is first class.

We have to show that the vanishing of the constraints $D_{(C_j; T_{\mu})}(\tau_{\cdot}, \cdot)$ at points of the submanifold $C_1$, defined by the vanishing of the constraints in $\mathcal{C}_1$, is equivalent to the vanishing of the original constraints $C_j, j \in \mathcal{J}$ at such points.

On the one hand, if all the constraints $C_j, j \in \mathcal{J}$ vanish at a point $x \in C_1$ then also the constraints $D_{(C_j; T_{\mu})}(\tau_{\cdot}, \cdot), j \in \mathcal{J}$ vanish at this point. The reason for that is, that $D_{(C_j; T_{\mu})}(\tau_{\cdot}, \cdot)$ is at least linear in the constraints $C_a \in \mathcal{C}_1$ or $C_j \in \mathcal{C}_2$ as can be seen by using the power series (13) for complete observables and the fact that the constraint algebra $\mathcal{C}$ is first class, i.e. Poisson brackets of constraints are at least linear in the constraints.

On the other hand, if all the constraints $D_{(C_j; T_{\mu})}(\tau_{\cdot}, \cdot)$ vanish at a point $x \in C_1$ they will vanish on the complete $\mathcal{C}_1$-orbit through the point $x$. In particular, they will vanish at that point $y$ in this orbit where $T_{\mu}(y) = \tau_\mu$ for all $a \in A$. But at this point we have $C_j(y) = D_{(C_j; T_{\mu})}(\tau_{\cdot}, y) = 0$. Hence also the constraints $C_j$ vanish at the point $y$, i.e. this point and also the $\mathcal{C}_1$-orbit through this point and in particular the point $x$ are positioned inside

\footnote{That is, the chosen gauge must be accessible from an arbitrary point on the constraint hypersurface and the gauge conditions must fix the gauge completely, that is there is no gauge transformation other than the identity, that preserves the gauge.}
the constraint hypersurface \( \mathcal{C} \), where the constraints \( C_j, j \in \mathcal{J} \) and the constraints \( C_a, a \in \mathcal{A} \) vanish.

Therefore the vanishing of the constraints \( D_{(C_j, T_k)}(\mathcal{T}_c, \cdot) \), \( j \in \mathcal{J} \) is equivalent to the vanishing of the constraints \( C_j, j \in \mathcal{J} \). Both constraint sets are equivalent if completed with the constraint algebra \( \mathcal{C}_1 \). But now \( \mathcal{C}_1 \) is an ideal in the algebra \( \mathcal{C}_1 \cup \{ D_{(C_j, T_k)}(\mathcal{T}_c, \cdot), j \in \mathcal{J} \} \).

Given a \( \mathcal{C}_1 \)-invariant function \( f \) and \( \mathcal{C}_1 \)-invariant clock variables \( T_j, j \in \mathcal{J} \), one can therefore compute the complete observable either with respect to the constraints \( C_j \) or with respect to the constraints \( D_{(C_j, T_k)}(\mathcal{T}_c, \cdot) \). The result of both procedures is (weakly) the same, since both complete observables are invariant under the constraints and coincide on the \( (\mathcal{C}_2) \)-gauge fixing \( [T_k = \tau_k, k \in \mathcal{J}] \).

Let us next consider the construction of partially complete observables with respect to the diffeomorphism group. Afterwards we will come back to the partially complete observables associated with the Hamiltonian constraints.

To begin with we choose \( d \) clock variable fields \( T^A(\sigma) \), \( A = 1, \ldots, d \) and another field \( \psi(\sigma) \). We have to assume that the fields \( T^A \) define a good\(^8\) coordinate system on \( \Sigma \), this means in particular that \( \det(T^A_\sigma) \) should not vanish. We will demand that the fields \( T^A \) behave as space time scalars according to the requirements (48) and (49).

We can then define the partially complete observable \( D_{(\psi(\sigma^*), T^A)}(\mathcal{Y}) \) with respect to the diffeomorphism constraints and associated with the phase space functional \( \psi(\sigma^*) \). Here we renamed the parameter field \( \tau^A(\sigma) \) into \( \mathcal{Y}(\mathcal{Y}(\sigma^*))_{A=1}^d \) and omitted the dependence on the phase space point \( \sigma \).

If the field \( \psi(\sigma) \) behaves as a spatial scalar, i.e. if we have
\[
\{ \psi(\sigma), C_h(\sigma) \} = \psi,_{\sigma}(\delta(\sigma, \sigma^*)) \tag{72}
\]
then the complete observable \( D_{(\psi(\sigma^*), T^A)} \) will only depend on the \( d \) parameters \( \mathcal{Y}^A := \mathcal{Y}^A(\sigma^*) \) and not on the values the parameter fields \( \mathcal{Y}^A \) assume at the other points of \( \Sigma \). This can be understood by the same reasoning as used in section 4 to argue that complete observables associated with spacetime scalars depend only on \( d + 1 \) parameters.

Now any spatial (densitized) tensor can be made into a spatial scalar by multiplying it with appropriate factors of the Jacobian matrix \( (\partial T^A_\sigma/\partial \sigma^A)^{d}_{A=1} \), its inverse and its determinant. For instance, for the spatial metric and the conjugated momentum we can define the quantities
\[
g_{AB}(Y) := D_{(g_{AB}(\sigma^*), T^A)}(\mathcal{Y}) \tag{73}
\]
\[
p_{AB}(Y) := D_{(p_{AB}(\sigma^*), T^A)}(\mathcal{Y}), \tag{74}
\]
where \( (S^A_\mathcal{Y}(\sigma^*))^{d}_{A=1} \) is the inverse matrix to the matrix \( (T^A_{\mathcal{Y}(\sigma^*), A=1})^d_{A=1} \) and the fields \( \mathcal{Y}^A \) satisfy \( \mathcal{Y}^A(\sigma^*) = T^A \).

In the following we will assume that the fields \( T^A_{A=1} \) are part of the canonical coordinates and we will denote the conjugated momenta by \( \{ \Pi_A \}_{A=1}^d \). Furthermore we will suppose that there is a spacetime scalar field \( T^0(\sigma) \) such that \( (T^0(\sigma), C_h(1)) \) does not vanish. This field will be used as clock variable with respect to the Hamiltonian constraints. We define the partially complete observables associated with these variables in the following way:
\[
T^0(Y) := D_{(T^0(\sigma^*), T^A)}(\mathcal{Y}) \tag{75}
\]
\[
\Pi_A(Y) := D_{(\Pi_A \psi(\sigma^*), T^A)}(\mathcal{Y}), \tag{76}
\]
where again \( \mathcal{Y}^A := \mathcal{Y}^A(\sigma^*) \).

\(^8\) That is, the map \( \mathcal{T} := (T^A) : \Sigma \rightarrow (T^A)(\Sigma) \subset \mathbb{R}^d \) should be bijective for each phase space point on the constraint hypersurface \( \mathcal{C}_D \) defined by the vanishing of all diffeomorphism constraints. Furthermore we will assume that the image \( (T^A)(\Sigma) \subset \mathbb{R}^d \) is the same for each phase space point in \( \mathcal{C}_D \).
In order to define partially complete observables associated with the Hamiltonian constraints we first multiply these by \( \det(S^c_c) \) since the Hamiltonian constraints are densities of weight one. We then have spatially diffeomorphism invariant Hamiltonian constraints

\[
C_{\perp}(Y) := D_{\det(S^c_c)C_{\perp}(\sigma^*),T^A}(Y)
\]

which will also depend only on the \( d \) parameters \( Y^A = \mathcal{Y}^A(\sigma^*) \) and not on the whole parameter fields \( \mathcal{Y}^A(\sigma) \), \( \sigma \in \Sigma \).

We have shown above that the constraints \( D_{\det(S^c_c)C_{\perp}(\sigma^*),T^A}(Y), \sigma \in \Sigma \) are equivalent to the original set of constraints \( \{C_{\perp}(\sigma) \sigma \in \Sigma\} \) if one sublements both sets with the diffeomorphism constraints. (The determinant factor does not matter, since it was assumed that it does not vanish.) Now we have that \( D_{\det(S^c_c)C_{\perp}(\sigma),T^A} = C_{\perp}(Y) \) where \( Y = \mathcal{Y}(\sigma) \).

Since we have assumed that the fields \( T^A \) provide a good coordinate system we have that

\[
\{D_{\det(S^c_c)C_{\perp}(\sigma),T^A}(Y), \sigma \in \Sigma\} = \{C_{\perp}(Y), (Y^A)_{A=1}^{d} \in (T^A)_{A=1}^{d}(\Sigma) \subset \mathbb{R}^d\}.
\]  

Hence we can use the constraint set \( \{C_{\perp}(Y), (Y^A)_{A=1}^{d} \in (T^A)_{A=1}^{d}(\Sigma) \subset \mathbb{R}^d\} \) and the other partially complete observables in order to compute fully complete observables. For this we need to specify the Poisson brackets between two partially complete observables. In [7] it was shown that the Poisson bracket between two complete observables associated with the phase space functions \( f \) and \( g \) is given by the complete observable associated with the Dirac bracket \( \{f,g\}^D \) of the two partial observables. Here the Dirac bracket is with respect to the gauge fixing where all the clock variables are equal to some constants. That is we have

\[
\{D_{\phi(\sigma^*),T^A}(Y), D_{\psi(\sigma'^*),T^A}(Y)\} = D_{\{\phi(\sigma^*),\psi(\sigma'^*)\},T^A}(Y)
\]

where \( \{.,.\}^D \) is the Dirac bracket with respect to the diffeomorphism constraints \( \{C_{\perp}(\sigma)\}_{A=1}^{d}, \sigma \in \Sigma \) and the gauge fixings \( \{T^A(\sigma) = \mathcal{Y}^A(\sigma); \sigma \in \Sigma\} \). This equation holds on the submanifold \( C_D \) of phase space, defined by the vanishing of all the diffeomorphism constraints. Therefore, in the following all equations need just to hold on this hypersurface \( C_D \).

The Dirac bracket is given by

\[
\{\phi(\sigma^*),\psi(\sigma'^*)\}^D = \{\phi(\sigma^*),\psi(\sigma'^*)\} - \int_{\Sigma} \{\phi(\sigma^*), S^b_A C_b(\sigma)\} \{T^A(\sigma), \psi(\sigma'^*)\} d^d\sigma
\]

\[
+ \int_{\Sigma} \{\phi(\sigma^*), T^A(\sigma)\} \{S^b_A C_b(\sigma), \psi(\sigma'^*)\} d^d\sigma
\]

and coincides with the usual Poisson bracket if the two phase space functions involved do not depend on the momenta \( \{\Pi_A\}_{A=1}^{d} \), that is if they have vanishing Poisson brackets with the clock variables \( \{T^A\}_{A=1}^{d} \). However, we can replace every phase space function by a phase space function not depending on these momenta if one solves the diffeomorphism constraints \( C_b \): since the clock variables are scalars, these have to be of the form

\[
C_b = \frac{1}{\sigma_a} \Pi_A T^A_b + C^{(R)}_b
\]

where \( C^{(R)}_b \) does not depend on the momenta \( \{\Pi_A\}_{A=1}^{d} \). In particular, the diffeomorphism constraints are linear in these momenta and hence can be easily solved for these:

\[
\Pi_A = -\alpha_A S^b_A C^{(R)}_b.
\]

Since \( D_{\{\sigma^*,y\},T^A}(Y) = 0 \) on \( C_D \), the partially complete observable associated with \( \Pi_A \) will coincide with the observable associated with \( -\alpha_A S^b_A C^{(R)}_b \) on \( C_D \). Hence before calculating
Poisson brackets between partially complete observables, we replace the momenta \( \Pi_A \) by the expressions \(-\alpha_A S^B \phi \bar{C}_B \). If this is done the Dirac brackets are just given by the usual Poisson brackets.

Let us consider the Poisson brackets between \( g_{AB} \) and \( \rho^{CD} \) as an example:

\[
\{D_{[\sigma, \sigma^*]}(T_A; Y), D_{[\sigma^*, T_A]}(S^B; Y)\} = \kappa D_{[\det(S^B); (\sigma^*, \sigma^*)]}(\sigma^*, \sigma^*) = \kappa \delta^{CD} \delta(Y, Y'),
\]  
(83)

where we used that \( D_{[\sigma, \sigma^*]}(T_A; Y) = \gamma^B(\sigma) \) and defined \( Y'^A := Y^A(\sigma^*) \) and \( Y'^A := Y^A(\sigma^*) \). Hence the fields \( g_{AB} \) and \( \rho^{CD} \) are canonically conjugated to each other. This holds also for all the other partially complete observables associated with canonically conjugated fields (except for the clock variables \( T_A \) and their conjugated momenta).

In summary, the Poisson brackets between partially complete observables are structurally the same as the Poisson brackets between the original fields with the exceptions of terms that depend on the momenta \( \Pi_A \). But these can be replaced by using (82). In particular a field \( \psi(\sigma) \) being a spacetime scalar will retain this property, that is, at least weakly we will have

\[
\{\psi(Y), C_{\perp}(Y')\} \sim \delta(Y, Y').
\]  
(84)

This follows if we apply formula (80) in order to calculate the Dirac bracket between the field \( \psi(\sigma^*) \) and the constraint \( \det(S^C) C_{\perp}(\sigma^{**}) \).}

\[
\{\psi(\sigma^*), \det(S^C) C_{\perp}(\sigma^{**})\}^D \simeq \det(S^C)(\sigma^{**}) \left( \{\psi(\sigma^*), C_{\perp}(\sigma^{**})\} - \int \left[ \psi(\sigma^*), S^B(\sigma) \right] T^A(\sigma), C_{\perp}(\sigma^{**}) \right) d\sigma \\
+ \int \left[ \psi(\sigma^*), T^A(\sigma) \right] S^B(\sigma), C_{\perp}(\sigma^{**}) \right) d\sigma \right).
\]  
(85)

The first two summands on the right-hand side do not contain derivatives of delta functions because all Poisson brackets appearing there are at least weakly proportional to delta functions. Furthermore because of the first class property of the constraints the last summand vanishes weakly. Hence we can write

\[
\{\psi(\sigma^*), \det(S^C) C_{\perp}(\sigma^{**})\}^D \simeq \det(S^C)(\sigma^{**}) \delta(\sigma^*, \sigma^{**})
\]

\[
\times \left[ \{\psi(\sigma^*), C_{\perp}(\sigma^{**})\} - \psi_S S^B T^A_{\perp}(\sigma^*) \right).
\]  
(86)

Now, as one can check by direct calculation (see for instance (62)), the two summands in the big brackets behave as spatial scalars. That is, the partially complete observable associated with these summands will only depend on the \( d \) parameters \( Y^A = Y^A(\sigma^*) \). A calculation similar to (83) shows that

\[
\{\psi(Y), C_{\perp}(Y')\} \simeq D_{[\psi(\sigma^*), C_{\perp}(\sigma^{**})]}(T_Y, Y') \delta(Y, Y')
\]  
(87)

which proves the assertion (84).

Therefore, if one computes complete observables associated with such a field \( \psi(Y) \) and a clock variable field \( T^0(Y) \) arising also from a spacetime scalar field \( T^0(\sigma) \) one can apply the same reasoning as in section 4: define the weakly Abelian Hamiltonian constraints

\[
\tilde{C}(Y) := B^{-1}(Y) C_{\perp}(Y),
\]  
(88)

where \( B(Y) \) is determined by \( [T^0(Y), C_{\perp}(Y')] = B(Y) \delta(Y, Y') \). The iterated Poisson brackets of \( \psi(Y) \) with the constraints \( \tilde{C}(Y'), \tilde{C}(Y''), \ldots \) will contain only delta functions and no
derivatives of delta functions. Therefore, we can write for the power series of the complete observable associated with the phase space functional $\psi(Y^*)$:

$$F_{\psi(Y^*),T^\alpha}(\tau, \cdot) = \sum_{r=0}^{\infty} \frac{1}{r!} [\psi(Y^*), \hat{C}[1]](T^0(Y^*) - T^0(Y^*))^r,$$

(89)

where $\hat{C}[1] := \int_{Y(E)} \hat{C}(Y) \, d^4Y$.

Hence for the computation of the complete observable associated with a field $\psi(Y)$ satisfying (84) we are reduced to the consideration of just one constraint $\hat{C}[1]$.

7. Abelian diffeomorphism invariant Hamiltonian constraints

Under the assumption that there exists such clock variable fields $T^A(\sigma), \sigma \in \Sigma$ as explained in the last section we managed to replace the original Hamiltonian constraints by diffeomorphism invariant Hamiltonian constraints.

The Poisson bracket of two smeared Hamiltonian constraints $C_\perp[N]$ and $C_\perp[N']$ is equal to a smeared diffeomorphism constraint, see equation (29). Therefore one might speculate that the diffeomorphism invariant Hamiltonian constraints Poisson commute with each other. Let us check this by a direct calculation. The Poisson bracket of two diffeomorphism invariant Hamiltonian constraints is given by

$$\{C_\perp(Y), C_\perp(Y')\} = D_{[\det(S^c_c)C_\perp(\sigma^*), \det(S^c_c)C_\perp(\sigma^{**})]}(Y),$$

(90)

where $Y = Y(\sigma^*)$ and $Y' = Y(\sigma^{**})$ and from here on all equations hold modulo diffeomorphism constraints.

According to (80) the Dirac bracket appearing on the right-hand side of the last equation can be calculated to

$$\{\det(S^c_c)C_\perp(\sigma^*), \det(S^c_c)C_\perp(\sigma^{**})\}^D$$

$$= \{C_\perp(\sigma^*), C_\perp(\sigma^{**})\} \det(S^c_c)(\sigma^*) \det(S^c_c)(\sigma^{**})$$

$$+ \{\det(S^c_c)(\sigma^*), \det(S^c_c)(\sigma^{**})\} \det(S^c_c)(\sigma^*) C_\perp(\sigma^{**})$$

$$+ \{\det(S^c_c)(\sigma^*), C_\perp(\sigma^{**})\} C_\perp(\sigma^*) \det(S^c_c)(\sigma^{**})$$

$$+ \{\det(S^c_c)C_\perp(\sigma^*), \det(S^c_c)C_\perp(\sigma^{**})\} \delta(\sigma^*, \sigma^{**})$$

$$- \det(S^c_c)T^A_\perp(\sigma^*) \{\det(S^c_c)C_\perp(\sigma^{**})\} \delta(\sigma^*, \sigma^{**})$$

$$= \{C_\perp(\sigma^*), \det(S^c_c)(\sigma^{**})\} \det(S^c_c)(\sigma^*) C_\perp(\sigma^{**})$$

$$+ \{\det(S^c_c)(\sigma^*), C_\perp(\sigma^{**})\} C_\perp(\sigma^*) \det(S^c_c)(\sigma^{**})$$

(91)

where the first term on the right-hand side does not appear in the next equation because it is proportional to a diffeomorphism constraint. The remaining Poisson brackets are given by

$$\{C_\perp(\sigma^*), \det(S^c_c)(\sigma^{**})\} = -\det(S^c_c)S^d_A(\sigma^{**})[C_\perp(\sigma^*), T^A_\perp(\sigma^{**})]$$

$$= -\det(S^c_c)S^d_A(\sigma^{**}) \frac{\partial}{\partial \sigma^{**u}} (T^A_\perp(\sigma^{**}) \delta(\sigma^{**u}, \sigma^*))$$

(92)
where in the last line we used equation (65). Hence for the Dirac bracket (91) we are left with
\[
\{ \det(S^c)C_\perp(\sigma^*), \det(S^c)C_\perp(\sigma^{**}) \}_{\!D} = -\det(S^c)C_\perp T^A_\perp S^A_\perp(\sigma^{**}) \det(S^c)(\sigma^*)
\]
\[
\times \frac{\partial}{\partial \sigma^{**}} \delta(\sigma^{**}, \sigma^*) + \det(S^c)C_\perp T^A_\perp S^A_\perp(\sigma^{**}) \frac{\partial}{\partial \sigma^{**}} \delta(\sigma^*, \sigma^{**}).
\]

(93)

That gives for the Poisson brackets (90)
\[
[C_\perp(Y), C_\perp(Y')] = -T^A_\perp C_\perp(Y) \frac{\partial}{\partial Y^A} \delta(Y', Y) + T^A_\perp C_\perp(Y) \frac{\partial}{\partial Y^A} \delta(Y, Y').
\]

(94)

The constraints \( C_\perp(Y) \) are non-Abelian because of the Poisson bracket between the determinant \( \det(S^c)(\sigma^{**}) \) and the constraint \( C_\perp(\sigma^*) \) which contains a derivative of a delta function. However, one might try to multiply the constraint \( C_\perp(\sigma^*) \) with another non-vanishing density of weight \(-1\) in order to get a spatial scalar and such that this density has ultra-local Poisson brackets with the constraints. Such a density would be \( g^{-\frac{1}{2}} \). Let us therefore define
\[
C^{\text{abel}}(Y) = D_{\{g^{-\frac{1}{2}}C_\perp(\sigma^*); T^A\}}(Y) = g^{-\frac{1}{2}}(Y)C_\perp(Y),
\]

(95)

where \( Y = \mathcal{Y}(\sigma^*) \). (Remember that \( g^{-\frac{1}{2}}(Y) = D_{\{\det(T^c)g^{-\frac{1}{2}}(\sigma^*); Y\}}(Y) \)). Indeed we have for the Poisson brackets of these constraints
\[
\{ g^{-\frac{1}{2}}C_\perp(\sigma^*), g^{-\frac{1}{2}}C_\perp(\sigma^{**}) \}_{\!D} = \{ g^{-\frac{1}{2}}(\sigma^*), C_\perp(\sigma^{**}) \} C_\perp(\sigma^*)g^{-\frac{1}{2}}(\sigma^{**})
\]
\[+
\{C_\perp(\sigma^*), g^{-\frac{1}{2}}(\sigma^{**}) \} g^{-\frac{1}{2}}(\sigma^*)C_\perp(\sigma^{**})
\]
\[- \int_{\Sigma} (g^{-\frac{1}{2}}C_\perp(\sigma^{**}) S^A_\perp(\sigma)^{\delta(\sigma^{**}, \sigma)} \{ T^A(\sigma), g^{-\frac{1}{2}}C_\perp(\sigma^{**}) \} \, d^3\sigma
\]
\[- \int_{\Sigma} \{ g^{-\frac{1}{2}}C_\perp(\sigma^{**}), T^A(\sigma) \} (g^{-\frac{1}{2}}C_\perp(\sigma^*)) S^A_\perp(\sigma)^{\delta(\sigma^*, \sigma)} \, d^3\sigma.
\]

(96)

The first two terms on the right-hand side of the last equation cancel each other because the Poisson brackets involved are proportional to delta functions. The last two terms cancel each other if the Poisson bracket
\[
\{ T^A(\sigma), g^{-\frac{1}{2}}C_\perp(\sigma^{**}) \} = -T^A_\perp(\sigma)g^{-\frac{1}{2}}(\sigma^*) \delta(\sigma, \sigma^{**}) + \{ T^A(\sigma), g^{-\frac{1}{2}}(\sigma^{**}) \} C_\perp(\sigma^{**})
\]

(97)
is ultra-local, i.e. if the last term on the right-hand side of (97) vanishes or at least does not contain derivatives of delta functions. This is the case, if \( T^A \) are matter fields.

That is, if \( \{ T^A(\sigma), g^{-\frac{1}{2}}(\sigma^{**}) \} \sim \delta(\sigma, \sigma^*) \) or if this expression vanishes the constraints \( C^{\text{abel}}(Y) \) are Abelian (modulo diffeomorphism invariant terms that vanish on \( C_D \)). We can also choose to work with these constraints in order to calculate fully complete observables.

Note, however, that if the clock variables \( T^A(Y) \) Poisson commute with \( g^{-\frac{1}{2}}(Y) \) the constraints \( \tilde{C}^{\text{abel}}(Y) := \{(T^A(Y), C^{\text{abel}}[1])\}^{-1}C^{\text{abel}}(Y) \) coincide with the constraints \( \tilde{C}(Y) \) defined in (88).

We want to remark that diffeomorphism invariant Abelian Hamiltonian constraints were defined before, for instance in [14] for gravity coupled to incoherent dust. However there Abelianess is reached by another method: first one solves the Hamiltonian and the diffeomorphism constraints for the momenta \( \Pi_k \) conjugated to the matter fields \( T^K, K = 0, 1, \ldots, d \). This results in constraints of the form \( C_k = \Pi_k + h_k \) where the phase space functions \( h_k \) do not depend on the momenta \( \Pi_k \). Such constraints are Abelian but they will typically involve square roots, since the original Hamiltonian constraints are quadratic in (some of) the momenta. One can then define partially complete observables with respect to the diffeomorphism constraints and associated with the new constraints \( C_{l0}(\sigma), \sigma \in \Sigma \) (multiplied by the determinant of the inverse of \( \{ T^{A,\perp}_{A,\perp} (\sigma) \}^{-1}_{A,\perp} \)). These constraints will still be Abelian,
because the constraints $C_0(\sigma)$ are independent from the momenta $\Pi_A, A = 1, \ldots, d$. Our constraints have the advantage that it is not necessary to solve the constraints for some of the momenta and hence they do not involve square roots but will have a similar structure as the original constraints, see the example in section 8.

8. Coupling gravity to scalar fields

In this section we will consider gravity (in four spacetime dimensions) coupled to four scalar fields $\{T^K\}_{K=0}^3$. These four scalar fields will serve as clock variables.

The diffeomorphism and Hamiltonian constraints for this system are given by

$$C_b = \sigma^I C_b + \text{mat} C_b$$
$$C_\perp = \sigma^I C_\perp + \text{mat} C_\perp$$  \hspace{1cm} (98)

with the matter contributions

$$\text{mat} C_b = \sum_K (K) C_b = \sum_K \frac{1}{2\alpha_K} (g^{-\frac{1}{2}}(\Pi_K)^2 + g^{\frac{1}{2}} g^{ab} T^K_a T^K_b + 2 g^{\frac{1}{2}} V_K(T^K))$$
$$\text{mat} C_\perp = \sum_K (K) C_\perp = \sum_K \frac{1}{2\alpha_K} \left( g^{-\frac{1}{2}}(\Pi_K)^2 \delta^A_k (\Pi_K) - \frac{1}{2} T^K_a T^K_b + g^{ab} V_K(T^K) \right).$$  \hspace{1cm} (99)

Here $\Pi_K$ are the momenta conjugated to the scalar fields $T^K$ such that $\{T^K(\sigma), \Pi_L(\sigma')\} = \alpha_K \delta^K_L \delta(\sigma,\sigma')$, where $\alpha_K$ are coupling constants for the matter fields. $V_K(T^K)$ are potentials for the matter fields, depending on the scalar fields $T^K$.

Let us calculate the weakly Abelian constraints. First, we will do that for arbitrary couplings and an arbitrary choice of spacetime scalar fields as clock variables $T^K$. The matrix $B^K_j$ defined in (50) can be written as

$$B^K_j = \begin{pmatrix} -T^K_0 & T^K_0 \\ -T^K_\perp & T^K_\perp \end{pmatrix} = \begin{pmatrix} -T^K_0 & T^K_0 S^K_B \\ -T^K_\perp & \delta^K_B \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & T^K_A \end{pmatrix}$$  \hspace{1cm} (100)

where $S^K_B$ is the inverse to $T^K_A$. This allows us to invert the matrix (100) in the following way:

$$(B^{-1})^T_j = \frac{1}{E} \begin{pmatrix} 1 & 0 \\ 0 & S^K_B \end{pmatrix} \begin{pmatrix} 1 & -T^K_0 S^K_B \\ T^K_\perp & E \delta^K_B - T^K_\perp T^K_0 S^K_B \end{pmatrix}$$
$$= \frac{1}{E} \begin{pmatrix} 1 & -T^K_0 S^K_B \\ S^K_B T^K_\perp & E \delta^K_B - S^K_B T^K_\perp T^K_0 S^K_B \end{pmatrix}.$$  \hspace{1cm} (101)

where

$$E = -T^K_0 + T^K_0 S^K_A T^K_A.$$  \hspace{1cm} (102)

The weakly Abelian constraints are then given by $\tilde{C}_K = (B^{-1})^T_j C_j$, e.g. for $K = 0$ we have

$$\tilde{C}_0(\sigma) = \frac{1}{E} \left( C_\perp + T^K_\perp S^K_A C_B \right)(\sigma).$$  \hspace{1cm} (103)

For the coupling of gravity to four scalar fields (104) becomes

$$\tilde{C}_0(\sigma) = \left( g^{-\frac{1}{2}} \Pi_0 - g^{-\frac{1}{2}} T^K_0 S^K_A \Pi_A \right)^{-1} \left( C_\perp - g^{-\frac{1}{2}} \Pi_A S^K_A C_B \right)(\sigma).$$  \hspace{1cm} (105)

For the matrix elements of the inverse spacetime metric $\gamma^{KL}(\sigma) := T^K_a T^K_L g^{ab}(\sigma)$ we will get

$$\gamma^{KL}(\sigma) = T^K_a T^K_L g^{ab} - g^{-\frac{1}{2}} \Pi_K \Pi_L(\sigma).$$  \hspace{1cm} (106)
i.e. the spacetime metric in the $T^K$ frame involves the conjugated momenta to the fields $T^K$.

Let us turn to the methods developed in section 6. The clock variables do not satisfy all the assumptions made in this section, nevertheless it might be helpful to use the diffeomorphism invariant Hamiltonian constraints defined there, in order to calculate Dirac observables, which are at least well defined in some parts of phase space, that is in parts in which the clock variables give good coordinates in the sense of section 6.

The spatial diffeomorphism invariant Hamiltonian constraints are given by

$$
C_\perp(Y) = \frac{1}{\kappa} g^{-\frac{1}{2}} \left( \rho_{AB} p^{AB} - \frac{1}{2} p^2 \right)(Y) + \frac{1}{\kappa} g^{\frac{1}{2}} R(Y) + \frac{1}{2\alpha_0} g^{-\frac{1}{2}} (\Pi_0)^2(Y) + \frac{1}{2\alpha_0} g^{\frac{1}{2}} T_0^A T_0^A(Y) + \frac{1}{2} g^{\frac{1}{2}} (Y) \sum_{A=1}^3 \frac{1}{\alpha_A} (\Pi_A)^2(Y) + \frac{1}{2} g^{\frac{1}{2}} (Y) \sum_{A=1}^3 \frac{1}{\alpha_A} p^{A}(Y) + g^\frac{1}{2} \sum_{K=0}^3 \frac{1}{\alpha_K} V(K)(T_0^0(Y), Y^B).
$$

(107)

Here we used the notation $g(Y) = \det(g_{AB}(Y))$, $T_0^A(Y) = (T_0^0)^A(Y)$ and so on. The momenta $\{\Pi_A(Y)\}^{A=1}_A$ are abbreviations for

$$
\Pi_A(Y) = -\alpha_A D^Y_{\det(S^2(c^0 C^0) C^0)} C_{\perp}(\sigma^*) = 2\alpha_A g_{AC} D_B p^{BC}(Y) - \frac{\alpha_A}{\alpha_0} T_0^0 Y_0^0(Y),
$$

(108)

with $Y^B(\sigma^*) = Y^B$. Here $D_B$ is the covariant derivative in $Y^B$-also direction associated with the metric $g_{CD}$.

As explained in section 7 multiplying the constraints (107) by $g^{-\frac{1}{2}}(Y)$ gives diffeomorphism invariant Hamiltonian constraints that are Abelian.

The weakly Abelianized constraints are defined by

$$
\tilde{C}(Y) = B^{-1} C_\perp(Y) \quad \text{with} \quad B(Y) = \{T_0^0(Y), C_\perp(Y)\} = g^{-\frac{1}{2}}(Y) \left( \Pi_0(Y) - \sum_{A=1}^3 T_0^0 \Pi_A(Y) \right).
$$

(109)

Note that the Hamiltonian constraints (107) depend explicitly on the (physical) coordinates $\{Y^A\}^{A=1}_A$ via the potentials $V(K)$. In particular (107) does not transform as a density under transformations in $Y$. This is caused by the fact that the $\{Y^A\}^{A=1}_A$ are coordinates defined by the values of the physical fields $T^A$ and that these fields are coupled to the other degrees of freedom. An invariance of (107) under transformations in $Y^A$ will only occur if the original Hamiltonian constraints are invariant under the corresponding transformations in the fields $T^A$.

The partially complete observable associated with the inverse metric $\gamma^{KL}$ (106) also depends on the gravitational momentum $p^{AB}(Y)$ via the momenta $\Pi_A(Y)$:

$$
\gamma^{00}(Y) = T_0^0 T_0^0 p^{AB}(Y) - g^{-1} \Pi_0^0 \Pi_0(Y) \\
\gamma^{01}(Y) = T_0^B g^{AB}(Y) - g^{-1} \Pi_A \Pi_0(Y) \\
\gamma^{22}(Y) = g^{AB}(Y) - g^{-1} \Pi_A \Pi_B(Y).
$$

(110)
Finally the complete observable associated with $\gamma^{KL}$ is given by the formal power series

$$F_{\{y^{KL}(Y^\ast),T^0\}}(\tau_0,\cdot) = \sum_{r=0}^{\infty} \frac{1}{r!} (\gamma^{KL}(Y^\ast),\tilde{C}[1],(\tau^0(Y^\ast)-T^0(Y^\ast)))^r. \quad (111)$$

9. Summary

We applied the concepts of partial and complete observables to general relativity. One main result is that one can reduce the number of constraints one has to deal with from infinity to 1.

The two main ideas thereby were the following: first to use as partial observables phase space functions which are already invariant under almost all constraints. Such phase space functions are provided by canonical fields that behave as spacetime scalars. Second for the calculation of complete observables we use weakly Abelian constraints. Under the application of these constraints ‘almost gauge invariant’ phase space functions remain ‘almost invariant’. We hope that for the cases where one has to deal with just one constraint it is much simpler to develop an approximation scheme for complete observables. Here it may be possible to use already existing methods.

Also we showed how one can solve the diffeomorphism constraint and introduce spatial diffeomorphism invariant Hamiltonian constraints, which moreover can be made to be (strongly) Abelian. These Abelian diffeomorphism invariant Hamiltonian constraints can in principle be quantized on the Hilbert state of diffeomorphism invariant states, see [15] for a related proposal. This is in contrast to the original Hamiltonian constraints, which are not diffeomorphism invariant and therefore cannot be promoted to operators on this Hilbert state.

In loop quantum gravity one therefore quantizes the Hamiltonian constraints on the kinematical Hilbert state (of states which are not diffeomorphism invariant), however the regularization procedure involves the topology of the diffeomorphism invariant Hilbert space in an intricate way, see [16]. The diffeomorphism invariant Hamiltonian constraints proposed in this work have the advantage that their structure is similar to the original constraints, hence it could be possible to use for their quantization techniques from [16]. However one has either to find clock variables which provide good spatial coordinates or propose methods how to deal with clock variables which do not satisfy the requirements from section 6 everywhere on $C_d$.

Furthermore we connected the notion of gauge invariant observables in the spacetime picture, i.e. (spacetime) quantities invariant under spacetime diffeomorphism, with the notion of Dirac observables in the canonical picture, i.e. phase space functions which are invariant under the flow of the spatial diffeomorphism and Hamiltonian constraints. This might facilitate a comparison of covariant and canonical quantization procedures based on observables.

An important role is played by the clock variables. We know that complete observables associated with arbitrary (bounded) phase space functions will exist and be globally well defined, if the clock variables provide a good parametrization of the gauge orbits. However also if the clock variables do not provide a good parametrization it may be possible to calculate complete observables, as is shown in [7]. So one should choose the clock variables such that a parametrization is at least provided locally in phase space.

We will end with a remark on the quantization of complete observables. These complete observables depend on the classical parameters $\tau$, which in some sense replace the classical time parameter $t$, that we use in non-relativistic quantum mechanics. A quantum complete observable will encode the probability to find outcomes of a certain measurement. This measurement is among other things characterized by the classical parameters $\tau$. These parameters could for instance prescribe values of matter fields, specifying the spacetime
region at which the measurement has to take place. However, it is interesting to note that although the matter fields are quantized the parameters \( \tau \) are just classical parameters.
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Appendix. Reconstruction of spacetime tensors

The reconstruction theorem of Kuchař [11] does not only state conditions for canonical fields to be reconstructable as spacetime scalars but also gives conditions for the normal and tangential components of higher order tensor fields. We will review these conditions and then show how to express these fields in a \( T^K \)-frame and that the so-obtained components behave as spacetime scalars, i.e. have ultra-local Poisson brackets with the constraints.

To begin with consider a spacetime covector \( t_\mu \). Using formulae (42) and (44) we define the tangential and normal components of this covector by

\[
t_\perp (z) := Z^\mu_\perp (z) = Z_\perp (z) \quad \text{and} \quad t_\parallel (z) := -n^\mu (z) t_\mu (z),
\]

where \( Z : \Sigma \rightarrow S \) is an embedding of \( \Sigma \) into the spacetime manifold \( S \). The spacetime covector can then be written as \( t_\mu = t_\perp Z^\mu_\perp + t_\parallel n_\mu \). The components \( t_\perp \) and \( t_\parallel \) can be either seen as fields on the embedded hypersurface \( Z(\Sigma) \) (which will however depend on the embedding \( Z \), see below) or as fields on \( \Sigma : t_\parallel (\sigma) = t_\parallel (z) |_{z = Z(\sigma)} \).

Now consider an embedding \( Z_\varepsilon \) which maps the point \( \sigma^* \) to the same spacetime point as \( Z \), i.e. which tilts the new embedding with respect to the old one:

\[
Z^\mu_\varepsilon (\varepsilon, \sigma) = Z^\mu (0, \sigma) + \varepsilon \Lambda(\sigma)n^\mu (z) + O(\varepsilon^2),
\]

where \( Z^\mu (0, \sigma) \equiv Z^\mu (\sigma) \) and \( \Lambda (\sigma^*) = 0 \). The new tangential basis \( Z^\mu_\varepsilon (\varepsilon, \sigma)(t^\nu) = Z^\mu (0, \sigma^*) \) differs from the old one by

\[
Z^\mu_\varepsilon (\varepsilon, \sigma)(t^\nu) = Z^\mu_\varepsilon (0, \sigma^*) + \varepsilon \Lambda(\sigma)n^\mu (z) + O(\varepsilon^2).
\]

The new normal vector \( n^\mu_\varepsilon \) can be found by using that \( 0 = n^\mu_\varepsilon \gamma_{\mu \nu} Z^\nu_\varepsilon (\varepsilon) \). Differentiating this equation with respect to \( \varepsilon \) we will get

\[
Z^\mu_\varepsilon (0, \sigma^*) \gamma^\nu_{\mu \nu} \frac{\partial}{\partial \varepsilon} n^\nu (z) = \Lambda(\sigma^*).
\]

Multiplying both sides of this equation with \( Z^\mu_\varepsilon (0, \sigma^*) \) and using \( Z^\mu_\varepsilon Z_\mu^\nu = \delta^\mu_\nu - n_\mu n^\nu \) as well as \( n_\mu \frac{\partial}{\partial \varepsilon} n^\nu = 0 \) we arrive at

\[
(\varepsilon) n^\mu (z^*) = (0) n^\mu (z^*) + \gamma^\mu_\nu (z^*) Z^\nu_\varepsilon (0, \sigma^*) \Lambda(\sigma^*) + O(\varepsilon^2).
\]

Now the spacetime covector \( t_\parallel \) at the point \( z^* \) does of course not depend on the shape of the embedded hypersurface. The projections in (A.1) therefore change to

\[
(\varepsilon) t_\parallel (z^*) = Z^\mu_\varepsilon (\varepsilon, \sigma^*) t_\parallel (z^*) = (0) t_\parallel (z^*) - \varepsilon \Lambda(\sigma^*) (0) t_\parallel (z^*) + O(\varepsilon^2)
\]

\[
(\varepsilon) t_\perp (z^*) = (-1)^c n^\mu_\varepsilon t_\perp (z^*) = (0) t_\perp (z^*) - \varepsilon g^{ab} \Lambda(\sigma^*) (0) b_\varepsilon + O(\varepsilon^2).
\]

On the other hand, we know that the Hamiltonian constraint

\[
C_\perp [\Lambda] := \int_\Sigma \Lambda(\sigma) C_\perp (\sigma) d^d \sigma
\]
generates the deformation (A.2) of the embedding of the spatial hypersurface \( \Sigma \). A necessary condition for canonical fields \( t_a(\sigma) \) and \( t_{\perp}(\sigma) \) to be reconstructable as a spacetime covector is therefore that

\[
[t_a(\sigma), C_\perp[\Lambda]] = -\Lambda_{\sigma\mu} t_{\perp}(\sigma) \quad [t_{\perp}(\sigma), C_\perp[\Lambda]] = -g^{ab} \Lambda_{\sigma\mu} t_b(\sigma) \quad (A.8)
\]

holds at least on the constraint hypersurface for all smearing functions \( \Lambda \) with \( \Lambda(\sigma) = 0 \).

A further requirement, that ensures the appropriate behaviour under diffeomorphisms tangential to the hypersurface, is that \( t_a \) behaves as a spatial covector under spatial diffeomorphisms and \( t_{\perp} \) as a spatial scalar, i.e.

\[
[t_a(\sigma), \tilde{C}[\Lambda]] = \Lambda^b t_{a\parallel b}(\sigma) + \Lambda^b t_b(\sigma) \quad [t_{\perp}(\sigma), \tilde{C}[\Lambda]] = \Lambda^b t_{\perp\parallel b}(\sigma) \quad (A.9)
\]

for all smearing functions \( \Lambda^b, b = 1, \ldots, d \), where

\[
\tilde{C}[\Lambda] := \int_\Sigma \Lambda^b(\sigma) C_b(\sigma) \, d^d\sigma.
\]

In [11] it is shown that conditions (A.8) and (A.9) are also sufficient in order that

\[
t_a(z^*) = \epsilon t_a(\sigma^*) Z^b_\mu(\epsilon, \sigma^*) + \epsilon t_{\perp}(\sigma^*) n_\mu(\sigma^*) \quad (A.11)
\]

does not depend on the embedding (A.2) i.e. on the parameter \( \epsilon \). To this end one has to check the dependence of \( Z^b_\mu(\epsilon, \sigma^*) = \gamma_{\mu
u}(z^*) g^{ab}(\sigma^*) Z^b_\nu(\epsilon, \sigma^*) \) and \( n_\mu(\sigma^*) = \gamma_{\mu
u}(z^*) n^\nu(\sigma^*) \) on \( \epsilon \). This dependence follows from equations (A.3) and (A.5) and the fact that neither \( \gamma_{\mu
u}(z^*) \) nor the inverse spatial metric \( g^{ab}(\sigma^*) \) depends on \( \epsilon \). The independence of \( g^{ab}(\sigma^*) \) can be seen by considering the spatial metric \( g_{ab} \):

\[
g_{ab}(\sigma^*) = Z^b_\mu Z^a_\nu(\epsilon, \sigma^*) \gamma_{\mu
u}(z^*)
\]

\[
= (Z^b_\mu(0, \sigma^*) + \epsilon \Lambda_{\mu\sigma}(\sigma^*) n^\mu(\sigma^*)) (Z^a_\nu(0, \sigma^*) + \epsilon \Lambda_{\nu\sigma}(\sigma^*) n^\nu(\sigma^*)) \gamma_{\mu\nu}(z^*) + O(\epsilon^3)
\]

\[
= Z^b_\mu Z^a_\nu(0, \sigma^*) \gamma_{\mu
u}(z^*) + O(\epsilon^3).
\]

Now using equations (A.6) and (A.3) and (A.5) in equation (A.11) one can see that \( t_a(z^*) \) does not depend on \( \epsilon \).

Similarly to conditions for spacetime covectors one can derive conditions for the tangential and normal components of higher order covariant tensors. For instance the tangential, normal and mixed components of a second-order covariant tensor are defined by contracting the two spacetime indices either with \( Z^b_\mu \) and/or with \( n^\mu \). As explained above these change under a tilt of the embedding and therefore the components have to show the following behaviour under the application of a smeared Hamiltonian constraint \( C_\perp[\Lambda] \) with \( \Lambda(\sigma) = 0 \):

\[
[t_{ab}(\sigma), C_\perp[\Lambda]] = -\Lambda_{\sigma\mu} t_{a\parallel b}(\sigma) - \Lambda_{b\parallel a}(\mu) \quad t_{a\parallel b}(\sigma), C_\perp[\Lambda]] = -\Lambda_{\sigma\mu} t_{a\parallel b}(\sigma) - g^{bc} \Lambda_{b\parallel a}(\mu) \quad (A.13)
\]

Furthermore the components should have the appropriate behaviour under spatial diffeomorphisms:

\[
[t_{ab}(\sigma), \tilde{C}[\Lambda]] = \Lambda^c t_{ab,c}(\sigma) + \Lambda^c_{a\parallel b}(\sigma) + \Lambda^c_{b\parallel a}(\sigma) \quad [t_{a\parallel b}(\sigma), \tilde{C}[\Lambda]] = \Lambda^c_{a\parallel b,c}(\sigma) + \Lambda^c_{a\parallel b,c}(\sigma) + \Lambda^c_{b\parallel a,c}(\sigma) \quad (A.14)
\]

\[
[t_{a\parallel b}(\sigma), \tilde{C}[\Lambda]] = \Lambda^c t_{a\parallel b,c}(\sigma) + \Lambda^c_{a\parallel b,c}(\sigma) + \Lambda^c_{b\parallel a,c}(\sigma) \quad [t_{a\parallel b}(\sigma), \tilde{C}[\Lambda]] = \Lambda^c t_{a\parallel b,c}(\sigma) + \Lambda^c_{a\parallel b,c}(\sigma) + \Lambda^c_{b\parallel a,c}(\sigma) \quad (A.13)
\]

\[
[t_{a\parallel b}(\sigma), \tilde{C}[\Lambda]] = \Lambda^c t_{a\parallel b,c}(\sigma) + \Lambda^c_{a\parallel b,c}(\sigma) + \Lambda^c_{b\parallel a,c}(\sigma) \quad (A.14)
\]

\[
[t_{a\parallel b}(\sigma), \tilde{C}[\Lambda]] = \Lambda^c t_{a\parallel b,c}(\sigma) + \Lambda^c_{a\parallel b,c}(\sigma) + \Lambda^c_{b\parallel a,c}(\sigma) \quad (A.14)
\]

\[
[t_{a\parallel b}(\sigma), \tilde{C}[\Lambda]] = \Lambda^c t_{a\parallel b,c}(\sigma) + \Lambda^c_{a\parallel b,c}(\sigma) + \Lambda^c_{b\parallel a,c}(\sigma) \quad (A.14)
\]
In order to derive conditions for the components

\[ r^a := Z^a_\mu r^\mu \quad \text{and} \quad r^\perp := n_\mu r^\mu \]  

(A.15)
of a contravariant spacetime vector consider the contraction of a spacetime vector \( r^\mu \) with a spacetime covector \( t_\mu \):

\[ r^\mu t_\mu = (r^a Z^a_\mu + r^\perp n_\mu)(t_\mu Z^b_\mu + t_\perp n_\mu) = r^a t_a - r^\perp t_\perp. \]  

(A.16)
The expression \( r^a t_a - r^\perp t_\perp \) has to behave as a spacetime scalar, i.e. the Poisson bracket with the Hamiltonian constraint \( C_\perp[A] \) where \( \Lambda(\sigma) = 0 \) has to vanish (at least on the constraint hypersurface). From that we arrive at the following conditions for the tangential and normal components of a contravariant spacetime vector:

\[ \{r^a(\sigma), C_\perp[A]\} = -\Lambda_s g^{ab} r^b(\sigma) \quad \{r^\perp(\sigma), C_\perp[A]\} = -\Lambda_{a\sigma} r^a(\sigma) \]  

(A.17)
The Poisson brackets with the diffeomorphism constraints have to be as follows:

\[ \{r^a(\sigma), \tilde{C}[A]\} = \Lambda_s r^c(\sigma) - \Lambda^{a\sigma} r^a(\sigma) \quad \{r^\perp(\sigma), \tilde{C}[A]\} = \Lambda^\perp r^\perp. \]  

(A.18)
From here it is straightforward to give conditions for higher order contravariant tensors and mixed tensors.

To express a tensor field in \( T^K \) components note that according to equations (65) and (68) \( T^K_a \) and \( T^K_\perp \) behave as the tangential and normal components of a covariant spacetime vector. Therefore the \( T^K \) component of a contravariant spacetime vector \( r^\mu \) is given by

\[ r^K := T^K_a r^a = T^K_a r^a - T^K_\perp r^\perp. \]  

(A.19)
That is, if we have canonical fields \( r^a \) and \( r^\perp \) satisfying conditions (A.17) and (A.18) we know that \( r^K := T^K_a r^a - T^K_\perp r^\perp \) are spacetime scalars, i.e. have ultra-local Poisson brackets with the constraints \( (C_\perp(\sigma), C_a(\sigma)) \).

Similarly one can show that \( (B^{-1})^a_K \) and \( (B^{-1})^\perp_K \) satisfy the conditions for the tangential and normal components of a contravariant spacetime vector. To this end consider the Poisson bracket of \((B^{-1})^j_K; j = \perp, a\) with a smeared Hamiltonian constraint

\[ \{(B^{-1})^j_K(\sigma), C_\perp[A]\} = -(B^{-1})^j_L ((B^{-1})^a_K(\Lambda B^L_a)_\sigma(\sigma) \{B^L_\perp(\sigma), C_\perp[A]\}) 
\]

\[ = -(B^{-1})^j_L ((B^{-1})^a_K (\Lambda B^L_\perp, a(\sigma) \{B^L_\perp(\sigma), C_\perp[1]\} + \Lambda g^{ab} B^L_b(\sigma))) \]

\[ = \Lambda(\sigma) ((B^{-1})^j_K(\sigma), C_\perp[1]) \]

\[ - \delta_j^a \Lambda_{a\sigma} (B^{-1})^a_K(\sigma) - \delta_j^a g^{ab} \Lambda_{a\sigma} (B^{-1})^\perp_K(\sigma). \]  

(A.20)
Here we used that \( B^L_a = T^L_a \) and \( B^L_\perp = -T^L_\perp \) as well as the Poisson brackets (65) and (68). According to equation (A.20) the components \((B^{-1})^a_K \) and \((B^{-1})^\perp_K \) fulfill requirements (A.17). Requirements (A.18) can be checked similarly:

\[ \{(B^{-1})^j_K(\sigma), \tilde{C}[A]\} = -(B^{-1})^j_L ((B^{-1})^a_K (\Lambda B^L_a)_\sigma(\sigma) + (B^{-1})^\perp_K (\Lambda B^L_\perp)_\sigma(\sigma)) \]

\[ = -\delta_j^a (\Lambda^a_B (B^{-1})^a_K(\sigma) - \Lambda^\perp (B^{-1})^\perp_K(\sigma)) + \delta_j^a (\Lambda^a_B ((B^{-1})^a_K)_b(\sigma) - \Lambda^\perp (B^{-1})^\perp_K (B^L_\perp)_b(\sigma)) \]

\[ + \delta_j^a (\Lambda^b_B ((B^{-1})^\perp_K)_b(\sigma) - \Lambda^\perp (B^{-1})^\perp_K (B^L_\perp)_b(\sigma)) \]

\[ = \Lambda^b ((B^{-1})^\perp_K)_b(\sigma) - \delta_j^a \Lambda^a_B (B^{-1})^a_K(\sigma). \]  

(A.21)
Hence \((B^{-1})^a K\) and \((B^{-1})^\perp K\) are the components of a contravariant spacetime vector. That is, if we have canonical fields \(t_a\) and \(t_\perp\) behaving as the components of a covariant spacetime vector then
\[
t_K := (B^{-1})^a K t_a - (B^{-1})^\perp K t_\perp
\]
will behave as spacetime scalars. With this definition we will also have that \(r^K t_K = r^a t_a - r^\perp t_\perp\) is equal to the contraction of \(r^\mu\) with \(t_\mu\), therefore \(t_K\) are the components of \(t_\mu\) in the \(T^K\)-coordinates.

Higher order tensor fields can be expressed in the \(T^K\)-basis by using prescriptions \((A.19)\) and \((A.22)\) in order to contract contravariant or covariant indices, respectively. If all indices are contracted in this manner the resulting fields will behave as spacetime scalars in the sense that they will have ultra-local Poisson brackets with the diffeomorphism and the Hamiltonian constraints.

Note that definition \((59)\) of the \(T^K\)-metric components is consistent with this description. To see this remember that the tangential and normal components of the spacetime metric are given by
\[
\gamma_{\perp\perp} = n^\mu n^\nu \gamma_{\mu\nu} = -1 \quad \gamma_{\perp b} = -n^\mu Z_b^\nu \gamma_{\mu\nu} = 0
\]
and
\[
\gamma_{a\perp} = -n^\mu Z_a^\nu \gamma_{\mu\nu} = 0 \quad \gamma_{a\perp} = Z_a^\mu Z_a^\nu \gamma_{\mu\nu} = g_{ab}.
\]
Hence we have \(\gamma_{KL} = (B^{-1})^a K (B^{-1})^b L g_{ab} - (B^{-1})^\perp K (B^{-1})^\perp L\).

Finally, with the help of the complete observables associated with a certain choice of clock variables \(T^K(\sigma), \sigma \in \Sigma, K = 0, \ldots, d\), one can show that canonical fields which behave as spacetime scalars transform also as spacetime scalars under diffeomorphisms. With this we mean the following. Consider a canonical field \(\phi(\sigma)\) behaving as a spacetime scalar. Starting with some initial conditions, i.e. at a certain phase space point \(x\) evolve this field according to equations \((30)\) to a one-parameter field \(\phi(x, \sigma)\) and choose a one-parameter family of embeddings \(Z_\sigma\) as in \((31)\). We will end up with a solution \(\phi(z)\) in some coordinate system \([z^\mu]_{\mu=0}^d\). For simplicity we will assume that the whole spacetime manifold \(S\) can be covered with one patch of coordinates \([z^\mu]_{\mu=0}^d\) taking values in some subset \(K \subset \mathbb{R}^{d+1}\).

Now one can do the same procedure with differing lapse and shift functions and with a differing family of embeddings \(Z'\) but starting at the same phase space point \(x\). That is one will end up with a different solution \(\phi'(z')\) in some other coordinate system \([z'^\mu]_{\mu=0}^d\) and we will assume that these coordinates take values in the same subset \(K\) as the coordinates above.

The question is whether there is a spacetime diffeomorphism that transforms the field \(\phi(z)\) into \(\phi'(z')\).

We will assume that also the clock variables \(T^K(\sigma)\) behave as spacetime scalars and moreover the following: if one performs the above procedure with the clock variables the function \(T : K \ni z \mapsto [T^K(z)]_{K=0}^d \in T(K)\) is bijective. The same should hold for \(T' : K \ni z' \mapsto [T'^K(z')]_{K=0}^d \in T'(K)\) with \(T'(K) = T(K)\). Hence we can define the inverse function \(z' : T(K) \ni t \mapsto z'(t) \in K\) by \(T'(z'(t)) = t\) and with the help of this inverse function the coordinate transformation \(K \ni z \mapsto z' = z'(T(z)) \in K\).

This means that we should have
\[
\phi(z) = \phi'(z'(T(z))), \quad (A.24)
\]
if \(\phi\) transforms as a spacetime scalar. We will show equation \((A.24)\) using complete observables. Because of their interpretation we know that
\[
\phi(z) = F_{\phi(\sigma T)}(\tau T x) \quad \phi'(z') = F_{\phi(\sigma T)}(\tau' T' x), \quad (A.25)
\]
where the fields \(\tau(\sigma), \tau'(\sigma)\) have to satisfy \(T^K(\sigma^*) = T^K(z)\) and \(T'^K(\sigma^*) = T'^K(z')\), respectively. Now, we need just to use that \(T'^K(z'(T(z))) = T^K(z)\) in the second equation of \((A.25)\).
showing that indeed
\[ \phi^*(z'(T(z))) = F_{\phi(\sigma^*; T)}(\tau; x) = \phi(z) \]  
(A.26)

with \( \tau^K(\sigma^*) = T^K(z') = T^K(z) \).
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