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1 Introduction

The temporal logic has been created by Prior [13, 14]. Its importance for
program construction and verification has been noted by [12], and has since
then been a topic of intensive research [9, 1, 4, 6, 7]. The creation of com-
plete inference systems, as required for practical proofs of programs, is an
important sub-topic. A rich propositional discrete-time linear temporal logic
is treated in [9]: we shall use the same technique here. Treating first-order
[17, 2], second-order, branching, or dense-time [5, 15] temporal logics is more
difficult and often only relative completeness results are available.

In this article we deal with a simple propositional temporal logic re-
stricted to two modal operators: initially, noted $\Diamond$, and next, noted $\Box$.
This logic is very useful since sequential and concurrent programs are de-
scribed by their initial values and by their transitions [8, 10, 11]. The logic
thus allows to prove invariance properties of programs, of the form $\gamma \vdash \beta$,
where $\gamma$ is a description of the program, and $\beta$ is an invariance property to
be checked.

Section 2 recalls the problem [3], Section 3 will give simple lemmas for use
in the completeness proof, which form Section 4. Section 5 sketches a simple
tableau algorithm for deciding the logic. Section 6 shows that this algorithm
is theoretically optimal, and thus gives the complexity deciding entailment
and satisfiability, which are PSPACE-complete. In contrast, validity is only
$\text{co-NP}$-complete. This might be surprising, since all temporal logics studied
by [16] have the same complexity for both problems. In modal logics, this
needs not be the case, since satisfiability is not the complement of validity.

2 The logic of initially and next

For programs, time is modelled as a sequence of execution steps, beginning
when the program is launched. Time is thus discrete: we are not interested in
what happens inside a step, and linear: we observe the execution sequences
of the program, but do not want to look into the decisions open to the
program. Therefore, we model time by the natural numbers. Only the
ordering of time points is relevant: thus we do not need operations like
multiplication, and we use the structure of time $T = \langle \mathbb{N}, 0, \text{succ}, \leq \rangle$.

2.1 Syntax

Given a set of proposition symbols $p \in P$, the syntax of the the logic is
defined by:

$$
\phi ::= \Box \phi \mid \varnothing \phi \mid p \mid \phi_1 \rightarrow \phi_2 \mid \neg \phi
$$

We will also use the other propositional connectives as shorthands.
2.2 Semantics

Since the structure of time is fixed, we only need to know the evolution of propositions; we record the subset of propositions that are true.

\[ Mod = \mathbb{N} \rightarrow 2^f \]

Given a model and a point of time, we are now ready to define the satisfaction of formul\ae:

\[ M, t \models p \quad \equiv \quad p \in M(t) \]
\[ M, t \models \phi_1 \rightarrow \phi_2 \quad \equiv \quad M, t \models \phi_2 \text{ if } M, t \models \phi_1 \]
\[ M, t \models \neg \phi \quad \equiv \quad M, t \models \phi \text{ does not hold.} \]
\[ M, t \models \Diamond \phi \quad \equiv \quad M, \text{succ}(t) \models \phi \]
\[ M, t \models \Box \phi \quad \equiv \quad M, 0 \models \phi \]

A model satisfies are formul\ae, noted \( M \models \phi \) iff \( M, t \models \phi \) at all times \( t \in \mathbb{N} \). A formul\ae \( \phi \) is satisfiable if we can find \( M \) satisfying it: \( M \models \phi \). A formul\ae \( \phi \) is unsatisfiable, noted \( \gamma \not\models \beta \) iff \( M \models \gamma \) implies \( M \not\models \beta \) for any model \( M \). We are interested by this entailment relation between formul\ae.

Axiomatizing it is called medium completeness in [3], to contrast it with strong completeness where we allow an infinite set of formul\ae on the left instead of \( \gamma \), and weak completeness where no \( \gamma \) is allowed. No effective proof system can be strongly complete for this logic, since the logic is not compact.

2.3 Proof theory

To perform proofs of this type, we use a Hilbert system: the formul\ae \( \gamma \) will be used as a supplementary axiom, and we also use the following axioms and inference rules, on top of the well-known boolean rules:

\[ \]
\[ \circ(\phi \to \psi) \to (\circ\phi \to \circ\psi) \quad (K_\circ) \]
\[ \Box(\phi \to \psi) \to (\Box\phi \to \Box\psi) \quad (K_\Box) \]
\[ \Box\neg\phi \leftrightarrow \neg\Box\phi \quad (\text{fun}_\Box) \]
\[ \Box\neg\phi \leftrightarrow \neg\Box\phi \quad (\text{fun}_\Box) \]
\[ \Box\phi \leftrightarrow \Box\Box\phi \quad (\text{con'}_\Box) \]
\[ \Box\phi \leftrightarrow \Box\Box\phi \quad (\text{con''}_\Box) \]
\[ \phi \quad \phi \to \psi \]
\[ \psi \]
\[ \Box\phi \]
\[ \Box\Box\phi \]
\[ \psi \to \Box\psi, \quad \Box\psi \]
\[ \psi \]

If we can provide a Hilbert proof of a formula \( \beta \) without using the supplementary axiom \( \gamma \), we say that \( \beta \) is a theorem and we write this as \( \vdash \beta \). If we used \( \gamma \), we write \( \gamma \vdash \beta \). In [3], \( \vdash \) is noted \( \vdash_{\Box_{\Box}} \).

### 3 Preparation

By looking at the proposed inference system, one can make simple but useful observations that will be used in the next section:

**Lemma 1** The replacement rule is derivable (two equivalent formulae can be replaced in any context):

\[ \phi \leftrightarrow \psi \]
\[ \chi(\phi) \leftrightarrow \chi(\psi) \quad (\text{RE}) \]

**Proof.** By induction on \( \chi \): for boolean connectives this is a basic property, for temporal connectives we deal with each direction of the equivalence separately, use necessitation, then modus ponens.

\( \square \)

**Lemma 2** \((\text{AND})\ (\circ(\phi \land \psi) \to \circ\phi) \) is derivable.

**Proof.** We use \( \text{NEC}_\circ \) on \((\phi \land \psi) \to \phi \) then \( K_\circ \) and MP.

\( \square \)
Lemma 3  Any boolean operator commutes with ⊗ and ⊘, i.e.:

\begin{align*}
\neg(\phi \land \psi) & \iff \neg\phi \land \neg\psi & \text{(COM}_\land\neg\text{)} \\
\neg(\phi \rightarrow \psi) & \iff \neg\phi \rightarrow \neg\psi & \text{(COM}_\rightarrow\neg\text{)} \\
\neg(\phi \lor \psi) & \iff \neg\phi \lor \neg\psi & \text{(COM}_\lor\neg\text{)} \\
\neg(\phi \land \psi) & \iff \neg\phi \land \neg\psi & \text{(COM}_\land\neg\text{)} \\
\neg(\phi \rightarrow \psi) & \iff \neg\phi \rightarrow \neg\psi & \text{(COM}_\rightarrow\neg\text{)} \\
\neg(\phi \lor \psi) & \iff \neg\phi \lor \neg\psi & \text{(COM}_\lor\neg\text{)}
\end{align*}

Proof. We treat just the implication since the other operators are defined from it. \(\neg(\phi \rightarrow \psi) \iff \neg\phi \rightarrow \neg\psi\). The first direction \(\rightarrow\) is just the axiom \(K_\neg\). For the other direction, we prove the contraposite \(\neg \neg(\phi \rightarrow \psi) \rightarrow \neg(\neg\phi \rightarrow \neg\psi)\). Using \(\text{fun}_\neg\), it gives \(\neg(\phi \land \neg\psi) \rightarrow (\neg\phi \land \neg \neg \neg \psi)\), which is provable by two uses of (AND). All other boolean connectives are definable for \(\rightarrow\). The proof for \(\neg\) is similar.

\(\Box\)

Lemma 4  \((\text{NXT})\) \(\neg \neg \perp\) is a theorem.

Proof. By \(\text{NEC}_\neg\), \(\text{fun}_\neg\).

\(\Box\)

Lemma 5  The rule \((\text{IND}^{'})\) \(\phi \rightarrow \phi \rightarrow \phi \rightarrow \phi\) is derivable.

Proof. We instantiate the induction rule \(\psi \rightarrow \phi \rightarrow \psi \rightarrow \phi\) by \(\psi := (\neg\phi \rightarrow \phi)\). Using \(\text{COM}\), \(\text{con}_\neg\), \(\text{con}^\neg\neg\) the rule simplifies to \(\neg\phi \rightarrow \neg\phi \rightarrow \neg\phi \rightarrow \neg\phi\). The first antecedent is trivial, and the second can be proved from the antecedent of the rule to be proved.

\(\Box\)

4  Completeness

In this section, we prove the medium completeness of the proof system proposed in [3]. So we must prove that if \(\gamma \vdash \beta\) then \(\gamma \vdash \beta\). We construct a model by a variant of the filtration of the canonical model, as in [9].

Definition 1  The closure \(C\) is the smallest set:

1. containing all subformulae of \(\gamma, \beta\),
2. closed under \(\land, \rightarrow\).
3. such that \( \diamond \phi \in C \rightarrow \bigcirc \diamond \phi \in C \)

This set is used to obtain a finite number of relevant formulae, to enable the later induction step. This is called filtration.

We preserve finiteness by using the simplification rules \( \neg \neg \phi \leftrightarrow \neg \phi \), \( \circ \odot \phi \leftrightarrow \odot \phi \) (con \( \bigcirc \)), \( \circ \neg \phi \leftrightarrow \neg \odot \phi \), \( \circ \odot \phi \leftrightarrow \odot \phi \). So, for instance, we will note that \( \odot \odot p \in a \) even though we only keep \( \odot p \in a \). Now, we define a sequence of structures \( S^0, S^1, \ldots, S^k \) and study their properties:

**Definition 2** The structure \( S^0 = (A^0, R^0_\bigcirc, R^0_\odot) \) where:

- \( A^0 \) is the set of atoms, i.e. maximally propositionally consistent subsets of \( C \), i.e.:
  - for all \( a \in A^0 \), for all \( \phi \in C \), \( \phi \in a \) iff \( \neg \neg \phi \not\in a \),
  - for all \( a \in A^0 \), for all \( \phi_1 \vee \phi_2 \in C \), \( \phi_1 \vee \phi_2 \in a \) iff \( \phi_1 \in a \) or \( \phi_2 \in a \).
- for all \( a, b \in A^0 \), \( aR^0_\bigcirc b \) iff \( \forall \phi \phi \in C : \bigcirc \phi \in a \leftrightarrow \phi \in b \);
- for all \( a, b \in A^0 \), \( aR^0_\odot b \) iff \( \forall \phi \phi \in C : \odot \phi \in a \leftrightarrow \phi \in b \);

Note that \( R^0_\bigcirc \) is not functional, since \( C \) is not closed under \( \bigcirc \), whereas \( R^0_\odot \) is a partial function since \( C \) is closed under \( \odot \). Had we added (COM) in our simplification rules, it would have been total.

**Lemma 6** \( R^1_\bigcirc (a) = \{ \phi | \bigcirc \phi \in a \} \)

**Proof.** \( R^1_\bigcirc (a) \supset \{ \phi | \bigcirc \phi \in a \} \) by definition of \( R^1_\bigcirc \). This set is maximal, since the closure is closed under \( \odot \), so that \( \forall \phi \in C, \bigcirc \phi \in a \) or \( \neg \bigcirc \phi \in a \). In this second case, \( \neg \bigcirc \phi \) is the same as \( \odot \neg \phi \).

\( \square \)

**Lemma 7** \( \phi \in R^0_\bigcirc (a) \leftrightarrow \odot \phi \in R^0_\bigcirc (a) \)

**Proof.** Since \( \odot \phi = \bigcirc \odot \phi \in a \), by simplification.

\( \square \)

**Lemma 8** \( aR^0_\bigcirc b \) implies \( R^0_\bigcirc (a) = R^0_\bigcirc (b) \)

**Proof.** \( \odot \phi \) is the same as \( \bigcirc \odot \phi \), thus \( b \) will contain the same initial formulae.

\( \square \)

In those structures, we are interested by particular paths:
Definition 3 A path \( \pi = a_0a_1 \ldots a_n \ldots \) fulfills \( \beta \) under hypothesis \( \gamma \) in structure \( S^0 \) iff

- there exists \( n \geq 0 \) such that \( \beta \in a_n \);
- for all \( i \geq 0 \), \( a_i R^0_\circ a_0 \);
- for all \( i \geq 0 \), \( a_i R^0_\circ a_{i+1} \);
- for all \( i \geq 0 \), \( \gamma \in a_i \);

Lemma 9 \( \gamma \models -\beta \) iff there is no path \( \pi \) in \( S^0 \) that fulfills \( \beta \) under the hypothesis \( \gamma \).

Proof. (sketch) First, every model \( M \) such that there exists \( i \geq 0 \) with \( M, i \models \beta \) and for all \( j \geq 0 \), \( M, j \models \gamma \), can be transformed into a fulfilling path as follows: take \( \pi = a_0a_1 \ldots a_n \ldots \) with \( a_i = \{ \phi \mid \phi \in C \text{ and } M, i \models \phi \} \). It is trivial to verify that \( \pi \) is a fulfilling path for \( \beta \) under \( \gamma \) in \( S^0 \). For the other direction, we prove that every fulfilling path has the Hintikka property, i.e. for all \( i \geq 0 \), for every \( \phi \in a_i \), \( M, i \models \phi \), where \( M_\pi = p_0p_1 \ldots p_n \ldots \) is the sequence of states obtained by projecting the atoms on the propositions, i.e \( p_i = a_i \cap P \).

We now define a series of structure \( S^i \) from \( S^0 \) by deleting atoms that can not take part into a model for \( \beta \) under the hypothesis \( \gamma \). Formally:

Definition 4 The atom \( a \) is not useful in \( S^i \) iff either:

1. \( \gamma \not\models a \): under hypothesis \( \gamma \), \( \gamma \) must be true in every atom;
2. \( \exists b : a R^i_\circ b \), as fulfilling paths are infinite sequences, every atom participating to a fulfilling path must have a successor;
3. \( \exists b : a R^i_\circ b \), where fulfilling paths are infinite sequences.

So we pass from \( S^i \) to \( S^{i+1} \) by deleting an \( a \) as above. More formally, \( S^{i+1} = (A^{i+1}, R^{i+1}_\circ, R^{i+1}_\circ) \) where \( A^{i+1} = A^i \setminus \{ a \} \), \( R^{i+1}_\circ = R^i_\circ \cap (A^{i+1} \times A^{i+1}) \) and \( R^{i+1}_\circ = R^i_\circ \cap (A^{i+1} \times A^{i+1}) \). We have the following lemma:

Lemma 10 There exists a fulfilling path \( \pi \) for \( \beta \) under \( \gamma \) in \( S^{i+1} \) iff there exists one in \( S^i \).

Proof. (sketch) We must show that no atom that can participate in a fulfilling path is deleted. If we make the hypothesis that an atom \( a \) from a fulfilling path is deleted for one of the four reasons above, we can derive a contradiction.

\(^1 (R^i_\circ)^+ \) denotes the reflexo-transitive closure of \( R^i_\circ \).
The procedure described above stops when there are no more atoms to delete. Let us note $S^k$ the final structure. We have the following lemma:

**Lemma 11** $\gamma \vdash \neg \beta$ iff there is no $a \in A^k$ such that $\beta \in A^k$.

**Proof.** If there is a fulfilling path then by definition it contains an atom $a_i$ such that $\beta \in a_i$, take this $a_i$. For the other direction, we proceed as follows to construct a fulfilling path:

1. take one $a$ such that $\beta \in a$, $a_i = a$;
2. take $a_0 = R^k_\cap (a)$, this atoms belongs to $S^k$ and from $a_0$ there exists a path in $S^k$ that reaches $a$ otherwise $a$ would have been deleted;
3. from $a$ we can construct an infinite suffix as $R^k_\cup$ is total in $S^k$ (otherwise other deletions would have been possible).

It is easy to show that the constructed path fulfills $\beta$ under $\gamma$ and thus can be used to construct a model.

We are now equipped to prove the completeness of the proposed proof system. Assume that $\gamma \vdash \beta$. Applying the procedure above gives us $S^k$ with for all $a \in A^k$, $\neg \beta \not\in a$. We establish the completeness of the proposed proof system by proving the following lemmas:

**Lemma 12** $\vdash \forall a \in A^0 \hat{a}^2$

**Proof.** $A^0$ is the set of maximally propositionally consistent subsets of $C$. So the lemma is obtained by propositional completeness.

**Lemma 13** For all $a \in A^0$, $\vdash \hat{a} \rightarrow \bigcirc \forall b \in R^a_\cup (a) \hat{b}$.

**Proof.** The successors of $a$ contain all possible combinations of formulae $\psi$ where $\bigcirc \psi \not\in C$. They can thus be eliminated, using distribution of $\forall, \land$, giving $\forall b \in R^a_\cup (a) \hat{b} = \land_{\psi \in a} \phi$

**Lemma 14** For all $a \in A^0$, $\vdash \hat{a} \rightarrow \bigcirc R^a_\cup (a)$

**Proof.** By propositional completeness.

---

$\hat{a}$ denotes the conjunction of the formulas that belong to the atom $a$. 

As a consequence of the three previous lemmas and monotonicity of \( \vdash \), we have:

**Corollary 1** \( \gamma \vdash \forall a \in A \tilde a \) and \( \gamma \vdash \bigcirc b \in R^+_\cap(a) \hat b, \gamma \vdash \tilde a \to \hat \circ R^+_\cap(a) \).

Now we prove that the above lemmas are still valid in the structures \( S^i \) by an inductive reasoning:

**Lemma 15** For every \( a \notin A^i \), \( \gamma \vdash \neg \tilde a \).

**Proof.** We prove that if \( a \) is not useful in \( S^i \), we have that: \( \gamma \vdash \hat a \leftrightarrow \perp \).

1. \( \gamma \not\in a \): in this case, we have \( \gamma \vdash \tilde a \to \neg \gamma \), by a propositional reasoning and the fact that \( \gamma \) is a hypothesis, we derive \( \gamma \vdash \neg \tilde a \);

2. \( a \not\in (R^+_\cap)\hat{(R^+_\cap^{-1})(a)} \): Let \( R^+ \) be the reflexive and transitive closure of \( R^+_\cap^{-1} \). Let \( R = R^+(R^+_\cap^{-1}(a)) \). We can prove \( \gamma \vdash \hat R \to \bigcirc \tilde R \), where \( \hat R = \bigvee_{a \in R} \tilde a \). Indeed, \( \gamma \vdash b \to \bigcirc \hat R(a) \) by inductive hypothesis (generalizing lemma 13). Thus \( \gamma \vdash b \to \bigcirc \hat R \), since the closure contains the base relation, and using \( NEC_{\bigcirc}, K_{\bigcirc}, MP \). We can do this for any \( b \in R \), giving \( \gamma \vdash \hat R \to \bigcirc \tilde R \) using the propositional disjunction rule and (COM). Now we can use the (IND') rule to derive \( \gamma \vdash \bigcirc \hat R \to \tilde R \). Now \( \gamma \vdash \hat a \to \bigcirc \hat R(a) \) by lemma 6; \( \gamma \vdash \hat R(a) \to \hat R \) since \( R(a) \in R \); by \( NEC_{\bigcirc}, K_{\bigcirc}, MP \), \( \gamma \vdash \bigcirc \hat R(a) \to \bigcirc \hat R \). Finally, using the induction result, we obtain \( \gamma \vdash \hat a \to \hat R \). Assume \( a \) is not reachable, then \( R \) is a disjunction of atoms incompatible with \( a \), or said propositionally \( \gamma \vdash R \to \neg \hat a \). Thus \( \gamma \vdash \hat a \to \neg \hat a \), which simplifies to \( \gamma \vdash \neg \tilde a \).

3. \( \neg \exists b : a \hat R^+_\cap^{-1}(b) \): in this case, we have \( \gamma \vdash \hat a \to \bigcirc \perp \) by lemma 13. Using theorem \( \neg \bigcirc \perp \) and a propositional reasoning, we derive \( \gamma \vdash \neg \tilde a \).

\( \square \)

Using the previous lemma, we update the following lemmas:

**Lemma 16** For every \( a \in A^i \), \( \gamma \vdash \bigcirc b \in R^+_\cap(a) \hat b, \gamma \vdash \hat a \to \hat \circ R(a) \) and \( \gamma \vdash \forall a \in A^i \tilde a \).

**Corollary 2** \( \gamma \vdash \forall a \in A^i \tilde a \).

**Theorem 1** If \( \gamma \vdash \beta \) then \( \gamma \vdash \beta \).

**Proof.** Recall that by hypothesis there is no fulfilling path for \( \neg \beta \) under \( \gamma \), by lemma 11, we have that \( \neg \beta \notin a \) for every \( a \in A^k \). So, propositionally, we obtain \( \gamma \vdash \bigwedge_{a \in A^k} (\tilde a \to \beta) \) and by corollary 2, that \( \gamma \vdash \beta \).

\( \square \)
5 A tableau system

The proof above strongly suggests a tableau procedure to decide whether $\gamma \vdash \beta$, that only constructs the part of the structure $A^k$ which is really used. As usual in modal logics, we construct several tableaux, each representing a instant of time. To each tableau, we add $\gamma$, since $\gamma$ has to hold at each instant.

We construct the tableaux:

1. $T_0$ (modelling $a_n$, the instant at which $\neg \beta$ is satisfied) containing initially $\neg \beta$, $\gamma$,
2. the initial tableau $I_0$ (modelling $I$) collecting all formulae $\{ \Box \phi, \phi \mid \phi \in T_i, I_i \}$ and $\gamma$,
3. the successor tableaux $I_{i+1} = \{ \gamma, \Box \phi, \psi \mid \phi \in I_0, \Box \psi \in I_i \}$,
4. $T_{i+1}$ similarly ($i \in 0..N - 1$)

We stop after $N$ successors, where $N$ is $2^c$, and $c$ is the size of $\{\Box \phi \mid \phi \in C\}$. We unite $T_0$ with some $I_u$. As a consequence $T_j$ also unites with $I_{u+j}$, $u + j \leq N$.

We complete the tableaux propositionally while maintaining these constraints. If we fail, we know by the previous proof that $\gamma \vdash \beta$. If we succeed, we will have built a model of $\neg \beta$, $\gamma$.

To build a theoretically optimal procedure for entailment, we start by guessing $u \leq N$, which takes a nondeterministic time and space $\log N = c$. Then we guess the initial tableau, in nondeterministic time and space $n$. We check propositional consistency with $\gamma$. Now we compute $I_i (1 \leq i < u)$ by transferring formulae of the form $\Box \phi$ to the next tableau, guessing the missing formulae until we reach the tableau $u$. There we also check consistency with $\neg \beta$. We go on transferring formulae and checking consistency until we reach tableau $T_N$. Then a loop has been created, that allows to build an infinite model. The procedure below uses exponential nondeterministic time and linear space. It is thus in PSPACE.

To build a theoretically optimal procedure for expression entailment, that is when $\gamma$ is constant, we construct a structure $B^k$ similar to $S^k$ above, but built only on the subformulae of $\gamma$. It has a constant size bounded by $2^{k!}$. We compute its transition relation, and its reflexo-transitive closure. Again, we first conjecture about the time $u$ at which $\neg \beta$ will hold. Either:

- $u \leq n$: We guess $u$. We guess the tableaux $I_0, I_1, \ldots I_u$ and check that their projection in the structure $B^k$ exists. For $I_u$ we check also consistency with $\neg \beta$. We proceed constructing $I_{u} = T_0, T_1, \ldots, T_n$ similarly. At this point we know that $\neg \beta$ indeed holds. We also know that the path can be continued infinitely, since each atom of $B^k$ has a successor.
• $u > n$ Then the value of $u$ is of no interest. We start guessing the tableaux $I_0, I_1, \ldots I_n$ and check that their projection in the structure $B^k$ exists. Then we choose a follower of the projection of $I_n$ by the transitive closure. We extend this atom to ensure that $\neg \beta$ holds, giving $T_0$. We build $T_1, \ldots, T_n$ as above. Again we do not have to check further because we are in $B^k$.

This procedure has to conjecture $2n$ tableaux, each of size $n$, and thus proceeds in quadratic nondeterministic time. It is thus in NP.

In practice:

1. It is more efficient to move propositional connectives outside using (COM). This also allows to use known optimisations on propositional tableaux, such as clausal tableaux.

2. It is more efficient to simplify $\beta, \gamma$ using the (con) axioms before starting. These axioms will no longer be needed during the course of the procedure.

3. As all $\bigcirc \phi$ must be the same everywhere, and $\bigcirc \phi \leftrightarrow \phi$ in the initial tableau $I_0$, it is more efficient to keep only $\phi$ in $I_0$ and import $\bigcirc I_0$ implicitly everywhere.

4. Similarly, modal formulae can be put directly in the right tableau: e.g. instead of putting $\bigcirc \bigcirc p$ in a tableau, we can put $p$ into $I_i$; similarly instead of putting $\bigcirc \bigcirc p$ into $T_i$, we can put $p$ into $T_{i+j}$. In this case we have to use $m$ supplementary successors, where $n$ is the nesting level of $\bigcirc$ in $\beta, \gamma$, but we only need to check consistency on proposition symbols for these last $m$ tableaux (there is no need to check that they satisfy $\gamma$).

5. It is often useful to check for loops in the tableaux constructed. This sometimes allows to use less than $N$ tableaux.

6. It is often useful to develop $T_0$, then the $I_i$ in increasing order to choose the right $I_u$ to unite with $T_0$, then develop the $T_i$.

6 Complexity

6.1 Complexity of validity

First note that the complexity of the validity problem, deciding whether $\vdash \beta$, is co-NP-hard, because our logic contains propositional logic whose validity problem is co-NP-complete.

However, we decide to solve the more general problem of expression entailment defined by [18]: here, we assume a constant antecedent $\gamma$, which needs not be $\top$. 
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6.2 Complexity of entailment

The problem of entailment is more complex, as expected from the fact that it can represent interesting programming problems:

**Lemma 17** Deciding the satisfiability is PSPACE-hard.

**Proof.** We can encode a deterministic PSPACE Turing machine in this satisfiability problem. Let \( M = (Q, \delta, q_0, F) \) be a Turing machine that only uses \( P_1(n) \) cells of tape, where \( n \) is the length of its inputs, and \( P_1 \) is some polynomial. The components of the machine are:

1. \( Q \) is the set of control states;
2. \( \delta : Q \times \{0, 1\} \rightarrow Q \times \{0, 1\} \times \{L, R\} \) is the transition function: given the current state and the current reading of the tape, it gives the new state, the new contents of the tape, and the move of the head.
3. \( q_0 \) is the initial state;
4. \( F \) is the set of final states (the answer is then on the tape).

We construct a formula \( \gamma \) describing the rule of evolution of the machine. We encode each control state \( q \in Q \) by a proposition \( q \); the contents of each cell of the tape by a proposition \( c_i(i \leq P_1(n)) \); and \( h_i \) tells whether the head is in front of cell \( i \). Clearly, we have the property that there is a single control: \( \neg(q_i \land q_j)(q_i \neq q_j, q_i, q_j \in Q) \) and a single head position: \( \neg(h_i \land h_j)(h_i \neq h_j, i, j \leq S(n)) \) The evolution rule states exactly the evolution of a Turing machine: Given current control at \( q \) and content \( v \), the control goes to a new state given by the first component of \( \delta \), the new content of the cell is given by the second component, the head moves according to the third component of delta, for which we define: \( s(q, v, i) = i + 1 \) \( f \pi_3(\delta(q, v)) = R \); \( s(q, v, i) = i - 1 \) \( f \pi_3(\delta(q, v)) = L \). The other cells, which are not under the head, are unchanged.

\[
\bigwedge_{i \leq P_1(n)} \bigwedge_{q \in Q} \bigwedge_{v \in \{0, 1\}} (q \land h_i \land (c_i \leftrightarrow v)) \rightarrow \bigwedge \bigwedge c_i \leftrightarrow \pi_2(\delta(q, v)) \\
\bigwedge \bigwedge h_{s(q, v, i)} \\
\bigwedge \bigwedge_{j \neq i} (c_j \leftrightarrow c_j)
\]

The size of this formula is dominated by the last part, of size \( P_1^2(n) \). The initial content of the tape, \( X \), is coded by a formula \( \otimes \bigwedge_{i \leq n} c_i \leftrightarrow X_i \).

The machine is deterministic, and thus the formula above has at most one model. It accepts \( X \) iff it terminates, that is is \( \bigvee_{q \in F} q \) is true at some instant. Thus, we define \( \gamma \) as the conjunction of all formulae above and \( \bigwedge_{q \in F} \neg q \). \( M \) accepts \( X \) iff \( \gamma \) is not satisfiable, thus the problem is co-PSPACE-hard, which is the same as PSPACE-hard.
A similar problem is the data entailment defined by [18]: here, we assume a constant consequent $\beta$. This problem thus generalises the problem of co-satisfiability.

**Theorem 2** The problems of entailment, data entailment and satisfiability are PSPACE-complete.

**Proof.**

1. They are PSPACE-easy: we can use the tableau procedure above.

2. They are PSPACE-hard: even the easiest problem, satisfiability, is already PSPACE-hard.
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