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Abstract. Energy and decay estimates for the wave equation on the exterior region of slowly rotating Kerr spacetimes are proved. The method used is a generalisation of the vector-field method, which allows the use of higher-order symmetry operators. In particular, our method makes use of the second-order Carter operator, which is a hidden symmetry in the sense that it does not correspond to a Killing symmetry of the spacetime.

1. Introduction

In this paper we prove boundedness and integrated energy decay for solutions of the covariant wave equation

$$\nabla^\alpha \nabla_\alpha \psi = 0$$

in the exterior region of the slowly rotating Kerr spacetime. In Boyer-Lindquist coordinates $\{x^\alpha\} = \{t, r, \theta, \phi\}$, the exterior region is given by $\mathbb{R} \times (r_+, \infty) \times S^2$ with the Lorentz metric

$$g_{\mu\nu} dx^\mu dx^\nu = -\left(1 - \frac{2Mr}{\Sigma}\right) dt^2 - \frac{4Mra \sin^2 \theta}{\Sigma} dt d\phi + \frac{\Pi \sin^2 \theta}{\Delta} d\phi^2 + \frac{\Sigma}{\Delta} dr^2 + \Sigma d\theta^2,

(1.1)$$

where $r_+ = M + \sqrt{M^2 - a^2}$ and

$$\Delta = r^2 - 2Mr + a^2, \quad \Sigma = r^2 + a^2 \cos^2 \theta, \quad \Pi = (r^2 + a^2) - a^2 \sin^2 \theta \Delta.$$

For $0 \leq |a| \leq M$, the Kerr family of metrics describe an asymptotically flat, stationary and axi-symmetric solution of the vacuum Einstein equations, containing a rotating black hole with mass $M$ and angular momentum $Ma$, and with horizon located at $r = r_+$. The Schwarzschild spacetime is the subcase with $a = 0$. We will take $M > 0$ fixed and will study the slowly rotating case, $|a| \ll M$. The exterior region is globally hyperbolic, with the surfaces of constant $t, \Sigma_t$, as Cauchy surfaces. Thus, the wave equation is well posed in the exterior region, even though the Kerr spacetime can be extended. We consider initial data on the hypersurface $\Sigma_0$.

The isometry group of the Kerr spacetime is 2-dimensional, generated by the stationary vector field $\partial_t$ which is timelike near spatial infinity, and the axial rotation vector field $\partial_\phi$. In a general 4-dimensional spacetime with a 2-dimensional isometry group, one may expect that there are only three constants of the motion for geodesics, and that the geodesic motion is chaotic. However, the fourth conserved quantity for geodesics in the Kerr spacetime discovered by Carter \[10\] allows the geodesic equations to be integrated, and the geometry of the Kerr spacetime to be completely analysed. The Killing tensor associated to Carter’s constant \[54\] can be used to construct a second-order symmetry operator (i.e. an operator which takes solutions to solutions) for the wave equation on the Kerr spacetime \[11\]. This
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symmetry operator, which is a hidden symmetry in the sense that it is not reducible to first-order symmetries, will play a central role in this paper.

The Kerr black-hole spacetime is expected to be the unique, stationary, asymptotically flat, vacuum spacetime containing a nondegenerate Killing horizon [2]. Further, from considerations including the weak cosmic censorship conjecture, the asymptotic limit of the evolution of asymptotically flat, vacuum data in general relativity is expected to be decomposable into regions, each of which approaches a Kerr black hole. An important step towards establishing the validity of this scenario is to prove the black-hole stability conjecture, i.e. to show that vacuum spacetimes evolving from data which represent a small perturbation of Kerr initial data with $|a| < M$ asymptotically approach a Kerr solution.

During the past 15 years, there has been a considerable amount of work by several groups towards constructing uniformly bounded energies and proving Morawetz estimates for solutions of the wave equation on black-hole spacetimes. This activity has been motivated by the fact that proving boundedness and decay in time for solutions to the scalar wave equation on the asymptotically flat exterior of the Kerr spacetime is an important model problem for the full black-hole stability problem.

The basic mechanism for decay of waves is by dispersion, an effect which manifests itself by decay of local energy. The integrated local energy estimate of Morawetz, which captures this effect, was first proved for waves propagating in the exterior of an obstacle in Minkowski space [39]. Both the multiplier method, which was used in the original proof of the Morawetz estimate, and its generalisation, the vector-field method of Klainerman [31], provide flexible tools to construct energy estimates for solutions of the wave equation.

Perhaps the most important application of the vector-field method to date is the monumental proof of the nonlinear stability of Minkowski space [14], one of the central results in general relativity. A partial result had previously been proved using the conformal method [26]. More recently, a simpler proof of the nonlinear stability of Minkowski space has been developed [35]; however, it also makes use of the vector-field method.

The fundamental difficulty in proving the existence of a conserved, positive-definite energy and a Morawetz estimate in the exterior of a rotating black hole is that neither claim is true without some adjustment to accommodate the effects of superradiance and trapping. There is no globally timelike Killing vector field on the exterior of the Kerr black hole, and hence there is no exactly conserved positive definite energy for the wave equation. Wave packets which enter the vicinity of the black hole can leave with higher energy than they had upon entering [47]. This phenomenon is called superradiance. Further, the Kerr geometry exhibits trapping in the form of null geodesics, corresponding to light rays, which orbit the black hole. The trapping in Kerr is complicated in the sense that the orbiting null geodesics fill an open region of spacetime. Added to these difficulties is the fact, mentioned above, that the isometry group of the Kerr geometry is only 2-dimensional, which should be compared to the Schwarzschild spacetime with a 4-dimensional isometry group and the flat Minkowski spacetime with a 10-dimensional group of isometries.

The available results for the wave equation on the Kerr spacetime all make use of Fourier transforms or pseudo-differential operators to overcome the difficulties related to complicated trapping, superradiance, and lack of symmetries. The existence of a uniformly bounded, positive-definite energy in the exterior of a slowly rotating Kerr black hole was first proved in [19], and the Morawetz estimate was first proven in [49].

In the context of this paper, the most serious difficulty posed by the Kerr geometry is the existence of trapped null geodesics, which orbit the black hole. From [44]...
one expects that it should be possible to construct solutions of the wave equation for which all but an arbitrarily small amount of energy remains arbitrarily close for an arbitrarily long period of time to a chosen null geodesic. In fact this holds in the general Lorentzian setting, not merely one where the metric has a product structure, cf. [45]. By taking the length of time to be large compared to the constant in any supposed Morawetz estimate with a spacetime energy density which does not degenerate at the trapped set, one can construct a counterexample to it. The resolution of this problem is to allow the Morawetz estimate to degenerate at the orbiting null geodesics.

In the Schwarzschild subclass, where the rotation speed of the black hole vanishes, the orbits are all located at Schwarzschild radius \( r = 3M \), and are unstable. This allows a Morawetz estimate to be proven using a radial vector field \( A = F \partial_r \), where \( F \), see [7, 8, 9, 17], is continuously differentiable and changes sign at \( r = 3M \), so that \( A \) points away from the trapped orbits, with \( F \) vanishing to first order there. Away from the trapped null orbits, the bulk term in the resulting Morawetz estimate is a nondegenerate quadratic expression in the field and its first derivatives. However, the terms involving time and angular derivatives effectively contain a factor \( F^2 \) which vanishes quadratically at the trapped set.

Outside a rotating Kerr black hole, the orbits have a significantly more complicated structure and fill an open set in spacetime. Nonetheless, they remain unstable and the trapped set has nonzero codimension in phase space. The primary difficulty then is to construct a smooth vector field which points away from the orbiting null geodesics and vanishes linearly there. It is relatively easy to construct a function on phase space which vanishes linearly on the orbiting null geodesics. The key idea of [19, 49] is to start with such a function \( F \), to replace the phase space coordinates for null geodesics by their conjugate Fourier or spectral variables, and to use the resulting \( F \) in \( A \).

In our approach, we replace the conserved quantities for null geodesics (which may be viewed as coordinates on phase space) by partial differential symmetry operators of up to second order. This allows us to introduce a generalisation of the vector-field method which allows the use of not only Killing symmetries but also the hidden symmetry corresponding to Carter’s constant in the construction of suitable generalisations of Noetherian currents for the analysis of Lagrangian field equations. The generalised vector-field method allows us, in contrast to other recent work on the wave equation on Kerr, to carry out our proof of uniform boundedness and integrated energy decay exclusively in physical space, using only the coordinate functions and differential operators. This technique eliminates the need for methods involving separation of variables or Fourier analysis. The suitability of the classical vector-field method for nonlinear problems, which was demonstrated in the proof of the nonlinear stability of Minkowski space, partly motivates, in view of the black hole stability problem, our work on generalising the vector-field method to deal with the linear wave equation in the Kerr spacetime.

In our proof of the Morawetz estimate, we use a radial vector field with a coefficient function \( F \), which takes values in the algebra generated by the symmetry operators of second order. This function \( F \) is constructed from the radial derivatives of coefficients appearing in the wave equation. As in the Schwarzschild case discussed above, there is a quadratic degeneracy in terms involving time and angular derivatives, which again occurs where the corresponding terms in \( F \) vanish. This is discussed in more detail following formula (1.22). It is in the first line of this formula that the quadratic degeneracy can be most clearly seen. We remark that using Fourier techniques, it is possible to strengthen the local energy estimate at the trapped set. In [37] a local energy estimate with logarithmic losses at the
trapped set was proved for the Schwarzschild case, and in [52] for Kerr. Further, it is possible to prove a local energy estimate controlling a fractional energy norm with a fractional loss of derivatives, but which is uniform at the trapped set, cf. [3, 4, 8].

The solution to the problem posed by the lack of an exactly conserved positive definite energy, and the related superradiance phenomenon, is to construct a vector field that is globally timelike, approaches the generator of time-translations \( \partial_t \) in the asymptotically flat region, and for which a Morawetz estimate can be used to control the change, from one time to another, in the energy associated with the new vector field. Because of the dominant energy condition, this vector field provides a positive-definite energy, which, using the Morawetz estimate, can be bounded uniformly in terms of its initial value, although it is not conserved. This is the method used in this paper and [49]. In [19], solutions to the wave equation are decomposed into various frequency regimes, and, to construct a uniformly bounded energy, it is not necessary to prove a Morawetz estimate in all frequency regimes.

During the preparation of this paper, uniform energy and Morawetz estimates have been obtained for the full range \(|a| < M|\) [21]. This builds on [46] as well as [19] and related works.

1.1. Hidden symmetries and null geodesics of the Kerr spacetime. We begin this subsection with a brief discussion of conserved quantities for null geodesics and of symmetry operators for the wave equation. We then review how conserved quantities are used to analyse the null geodesics in the Kerr spacetime. Finally, we review the close connections in the Kerr spacetime between the analysis of the null geodesics and of the wave equation, particularly its hidden symmetries.

For an affinely parametrised geodesic \( \gamma^\alpha \) with velocity \( \dot{\gamma}^\alpha \), the mass squared,

\[-g_{\alpha\beta} \dot{\gamma}^\alpha \dot{\gamma}^\beta,\]

is a constant of the motion. For null geodesics, the mass is zero. For a coordinate, e.g. \( t \), let \( \dot{\gamma}_t \) be the \( t \)-momentum given by \( \dot{\gamma}_t = g_{\alpha\beta} \dot{\gamma}^\alpha (\partial_t)^\beta \). In the Kerr spacetime, we have the Killing fields \( \partial_t \) and \( \partial_\phi \), and the associated momenta are then constants of the motion. For a null geodesic \( \gamma^\alpha \), we define the energy and the azimuthal angular momentum to be \( \mathbf{e} = -\dot{\gamma}_t \) and \( \ell_z = -\dot{\gamma}_\phi \) respectively.

A symmetric 2-tensor \( K_{\alpha\beta} \) is called a Killing tensor if \( \nabla^\alpha (\alpha K_{\beta\gamma}) = 0 \), cf. [54]. If \( K_{\alpha\beta} \) is a Killing tensor, then for any affinely parametrised geodesic \( \gamma^\alpha \), the quantity \( \nabla^\alpha K_{\alpha\beta} \nabla^\beta \) is a conserved quantity. As shown by Carter [11], if \( K_{\alpha\beta} \) is a Killing tensor in a vacuum spacetime, then the second-order operator \( \nabla^\alpha K^{\alpha\beta} \nabla^\beta \) satisfies \[ [\nabla^\alpha K^{\alpha\beta} \nabla^\beta, \nabla^\gamma \nabla^\gamma] = 0, \]

i.e. \( \nabla^\alpha K^{\alpha\beta} \nabla^\beta \) commutes with the d'Alembertian.

We take a symmetry operator for the wave equation, \( \nabla^\alpha \nabla^\alpha \psi = 0 \), to be a differential operator that takes solutions to solutions. Recall that if \( X \) is a Killing field, then the operator \( L_X \) generated by Lie differentiation with respect to \( X \) is a symmetry operator. From the previous paragraph, if \( K^{\alpha\beta} \) is a Killing tensor, then \( \nabla^\alpha K^{\alpha\beta} \nabla^\beta \) is also a symmetry operator. The set of symmetry operators for the wave equation is closed under scalar multiplication, addition, and composition, and each symmetry operator has a well-defined order as a differential operator. Thus, the set of symmetry operators forms a graded algebra.

A hidden symmetry is defined to be a symmetry operator which is not in the algebra generated by the Killing vector fields and the d'Alembertian. In Minkowski spacetime, since the Delong-Takeuchi-Thompson inequality is saturated, there are no hidden symmetries [13]. Similarly, in the Schwarzschild spacetime, there are no hidden symmetries [14]. In contrast, the Kerr spacetime admits a Killing 2-tensor

---

1The sign for \( \mathbf{e} \) is chosen so that it is positive for future-directed null geodesics for sufficiently large \( r \). The sign for \( \ell_z \) is chosen so that the sign convention is consistent with that of \( \mathbf{e} \).
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One finds that there are null geodesics for which the \( r \)-coordinate of the null geodesic \( q \) is closely related to the commonly used form of Carter’s constant \( k \), see appendix \[ \text{B} \] for details. For null geodesics, we have \( q = k - 2ae\ell_\phi - \ell_z^2. \) Any linear combination of \( e^2, e\ell_\phi, \) and \( \ell_z^2 \) can be added to \( q \) to give an alternate choice for the fourth constant of the motion for null geodesics. The form we have chosen is uncommon, but useful for our purposes because it has nonnegative coefficients.

The presence of the extra conserved quantity allows one to integrate the equations of geodesic motion. Of most interest to us is the equation for the \( r \)-coordinate of null geodesics \[ \text{[27]}, \]

\[ \Sigma^2 \left( \frac{dr}{d\lambda} \right)^2 = - \mathcal{R}(r; M, a; e, \ell_\phi, q), \] (1.3)

where \( \lambda \) is the affine parameter of the null geodesic and

\[ \mathcal{R}(r; M, a; e, \ell_\phi, q) = - (r^2 - a^2)^2 e^2 - 4aMre\ell_\phi + (\Delta - a^2)\ell_z^2 + \Delta q. \] (1.4)

One finds that there are null geodesics for which the \( \ell_z \) coordinate is constant. We refer to these as orbiting null geodesics. The \( r \)-values for which this is possible are the solutions to the equations

\[ \mathcal{R} = 0, \quad \partial_r \mathcal{R} = 0. \] (1.5)

The corresponding null geodesics are unstable, which with our conventions corresponds to \( \partial_r^2 \mathcal{R} < 0. \) The orbiting null geodesics are the only ones which neither go to nor have come from infinity or the horizon. There are other null geodesics that fail to fall into the black hole or escape to infinity, but the \( \ell_z \) coordinate along these asymptotically approaches (towards the future) an \( r \) value for which there is an orbiting null geodesic.

In the Schwarzschild case, i.e. for \( a = 0 \), there are only orbiting null geodesics on the sphere at \( r = 3M \), which is called the photon sphere. For nonzero \( a \), the orbiting null geodesics fill up an open region in spacetime. As \( a \to 0 \), this region tends to \( r = 3M \). There are many descriptions of the Kerr spacetime and its geodesics, including \[ \text{[5], [27], [30]}. \]

In Boyer-Lindquist coordinates, the d’Alembertian \( \Box = \nabla^a \nabla_a \) takes the form

\[ \Box = \frac{1}{\Sigma} \left( \partial_t \Delta \partial_t + \frac{1}{\Delta} \mathcal{R}(r; M, a; \partial_t, \partial_\phi, Q) \right), \] (1.6)

where \( \mathcal{R} \) is given by \[ \text{[1.4]} \] with the conserved quantities \( e, \ell_\phi, q \) replaced by their corresponding operators \( \partial_t, \partial_\phi, \) and the second-order operator \( Q \) given by

\[ Q = \frac{1}{\sin \theta} \partial_\theta \sin \theta \partial_\theta + \frac{\cos^2 \theta}{\sin^2 \theta} \partial_\phi^2 + a^2 \sin^2 \theta \partial_\phi^2. \] (1.7)

In appendix \[ \text{[B]} \] we explain the relationship between \( Q \) and \( \nabla_\alpha K^{\alpha \beta} \nabla_\beta. \) The operator \( \mathcal{R} \) is given by

\[ \mathcal{R}(r; M, a; \partial_t, \partial_\phi, Q) = - (r^2 + a^2)^2 \partial_t^2 - 4aM \partial_r \partial_\phi + (\Delta - a^2) \partial_\phi^2 + \Delta Q. \] (1.8)

We have used some unconventional sign conventions in defining \( \mathcal{R} \) to avoid having to use factors of \( i \) when replacing the constants of motion by differential operators. It is clear from the above that \( \partial_t, \partial_\phi, \) and \( Q \) are symmetry operators for the wave
equation on Kerr. In fact, we see from \((1.6)\) that the operator \(Q\) \textit{commutes} with the operator \(\Box\), and in particular, that \(Q\) is a symmetry operator for \(\Box\). The operators \(\nabla_\alpha K^{\alpha\beta}\nabla_\beta\) and \(Q\) are both hidden symmetries. We remark that the operator \(Q\) is closely related to the angular operator in the spin-0 Teukolsky system, cf. \([51]\).

We denote the set of order-\(n\) generators of the symmetry algebra generated by \(\partial_t, \partial_\phi,\) and \(Q\) by

\[
S_n = \{\partial_t^n \partial_\phi^n Q^{nQ} | n_t + n_\phi + 2n_Q = n; n_t, n_\phi, n_Q \in \mathbb{N}\}. \tag{1.9}
\]

In particular,

\[
S_0 = \{\text{Id}\}, \quad S_1 = \{\partial_t, \partial_\phi\}.
\]

Of particular importance in our analysis will be the set of second-order symmetry operators,

\[
S_2 = \{\partial_t^2, \partial_t \partial_\phi, \partial_\phi^2, Q\} = \{S_2\},
\]

and underlined indices always refer to the index in this set. Higher-order pointwise norms are defined in terms of \(S_n\) by

\[
|\psi|_n^2 = \sum_{j=0}^{n} \sum_{S \in S_j} |S\psi|^2. \tag{1.10}
\]

The function \(R\) is polynomial in its last three arguments, so \(R(r; M, a; \partial_t, \partial_\phi, Q)\) is well defined. Furthermore, it can be written as a linear combination of the second-order symmetries with coefficients which are rational in \(r, M\), and \(a\). Such linear combinations of second-order symmetry operators play a crucial role in the analysis of this paper. Having introduced underlined subscript indices for the second-order symmetry operators, we can introduce underlined superscript indices for the rational functions in \(r, M\), and \(a\) that are the coefficients. Thus, using the standard Einstein index convention in the underlined indices, we can write these linear combinations as

\[
R(r; M, a; \partial_t, \partial_\phi, Q) = R^2 S_2.
\]

### 1.2. Statement of results

We now state our main results and briefly compare them with previous results. In formulating our estimates, we shall make use of the following model energy,

\[
E_{\text{model,3}}[\psi](\Sigma_t) = \int_{\Sigma_t} \left( \frac{(r^2 + a^2)^2}{\Delta} |\partial_t \psi|^2 + \Delta |\partial_r \psi|^2 + |\partial_\phi \psi|^2 + \frac{1}{\sin^2 \theta} |\partial_\theta \psi|^2 \right) d^3 \mu,
\]

where \(|\cdot|_2\) is the second-order point-wise norm introduced in \((1.10)\) above, and \(d^3 \mu = \sin \theta dr d\theta d\phi\) is a reference volume element on the Cauchy slice \(\Sigma_t\).

As discussed above, the main contribution of this paper is a new method to prove the following results, which had previously been known from \([10]\) and \([40]\):

**Theorem 1.1** (Uniformly bounded, positive energy). Given \(M > 0\), there are positive constants \(C\) and \(\bar{a}\), such that, if \(|a| \leq \bar{a}\) and \(\psi : \mathbb{R} \times (r_+, \infty) \times S^2 \to \mathbb{R}\) is a solution of the wave equation, \(\nabla^\alpha \nabla_\alpha \psi = 0\), then \(\forall t\)

\[
E_{\text{model,3}}(\Sigma_t) \leq CE_{\text{model,3}}(\Sigma_0).
\]

**Theorem 1.2** (Morawetz estimate). Given \(M > 0\), there are positive constants \(\bar{a}, \bar{r}, C\) and a function \(1_{r \not\in [3M]}\) which is identically one for \(|r - 3M| > \bar{r}\) and zero
otherwise, such that for all $|a| \leq \bar{a}$ and all smooth $\psi$ solving the wave equation, $\nabla^\alpha \nabla_\alpha \psi = 0$, 
\[
\int_{-\infty}^{\infty} \int_{r_+}^{\infty} \int_{S^j} \left( \frac{\Delta}{r^4} |\partial_r \psi|_2^2 + r^{-2} |\psi|_2^2 + 1_{r \neq 3M} \frac{1}{r} \left( |\partial_t \psi|_2^2 + |\nabla \psi|_2^2 \right) \right) d^4 \mu 
\leq CE_{\text{model,3}}(\Sigma_0),
\]
where $\nabla$ is the angular gradient in Boyer-Lindquist coordinates and $d^4 \mu = d^4 \mu dt$. 

Theorem 1.1 is the conclusion of section 3.1 cf. theorem 3.15. Theorem 1.2 follows from lemma 3.14 and the uniform bound in theorem 1.1. We remark that Lemma 3.14 gives an estimate of the integrated Morawetz density appearing in Theorem 1.2 in terms of the initial and final energy, which may be of independent interest. 

The degeneracy near $r = 3M$ in the Morawetz estimate of theorem 1.2 is not optimal. In fact, a sharper estimate follows from lemma 3.9. However, some degeneracy in this region is unavoidable, due to the existence of null geodesics which orbit at fixed $r$ values. This degeneracy is discussed further in section 1.6. 

The energy $E_{\text{model,3}}$ is both ad hoc and degenerate as $r \to r_+$. In subsection 3.1 we relate it to a geometrically defined energy $E_{T_\alpha,3}$. The degeneracy as $r \to r_+$ is concealed by the Boyer-Lindquist coordinates and can even appear, in the coefficient of $|\partial_r \psi|^2$, as a divergence. In appendix A, we use a nondegenerate coordinate system and apply the ideas of [17, 20] to overcome the degeneracy in the energy. (There is a similar degeneracy in theorem 1.2 which is also removed. See equation (A.3) and the subsequent discussion.) On $\Sigma_0$, there is a nondegenerate energy $E_{n_{\Sigma_0},3}$ which is equivalent to the sum of the $L^2$ norms of all derivatives of order 1 through 3, with derivatives taken in spatial directions tangential to $\Sigma_0$ and in the timelike direction orthogonal to this surface. This allows us to control nondegenerate, third-order Sobolev norms on a new foliation, from which we can obtain the following $L^\infty$ estimate: 

**Corollary 1.3** (Uniformly bounded solution). Given $M > 0$, there are positive constants $C$ and $\bar{a}$, and a nonnegative quadratic form $E_{n_{\Sigma_0},3}$ on $\Sigma_0$, such that, if $|a| < \bar{a}$ and $\psi : \mathbb{R} \times (r_+, \infty) \times S^2 \to \mathbb{R}$ is a solution of the wave equation, $\nabla^\alpha \nabla_\alpha \psi = 0$, then $\forall (t, r, \omega) \in \mathbb{R} \times (r_+, \infty) \times S^2$ \n\[
|\psi(t, r, \omega)| \leq CE_{n_{\Sigma_0},3}[\psi](\Sigma_0)^{1/2}.
\]

**Remark 1.4.** Corollary 1.3 and an analogue of theorem 1.3 were first proven in [19], and an analogue of theorem 1.2 was first proven in [14]. Both works deal directly with $E_{n_{\Sigma_0}}$ without estimating $E_{T_\alpha}$. Since our focus is to control the influence of the orbiting null geodesics, which are relatively far from $r = r_+$, we find it convenient to work with the weaker norms $E_{T_\alpha}^{1/2}$ which are dominated by $E_{n_{\Sigma_0}}^{1/2}$. Appendix A provides the details in removing the degeneracy at $r \to r_+$. 

The quadratic forms $E_{\text{model,3}}(\Sigma_0)$ and $E_{n_{\Sigma_0},3}[\psi](\Sigma_0)$ are bounded if $\psi$ extends smoothly to the closure of the hypersurface $\Sigma_0$ in the extended spacetime and satisfy the following decay conditions. First, as $r \to \infty$, it is sufficient that $\psi$ and its first three derivatives (with respect to the Boyer-Lindquist coordinates) decay like $r^{-3/2+\delta}$ for some positive $\delta$. Since this decay rate is stated with respect to the angular derivatives, a more geometric statement of this decay condition is that the first three normalised derivatives in the angular directions decay at a rate with one additional power of $r^{-1}$ for each additional angular derivative. By “smooth” we mean $C^\infty$ with respect to local coordinates in the extended spacetime. As $r \to r_+$, this is not the same as being smooth with respect to the Boyer-Lindquist coordinates. The $E_{T_\alpha,3}[\psi](\Sigma_0)^{1/2}$ and $E_{n_{\Sigma_0},3}[\psi](\Sigma_0)^{1/2}$ are $L^2$-based
weighted Sobolev norms, so these $L^\infty$ decay conditions on the initial data are sufficient, but not necessary.

1.3. Summary of previous results. As mentioned above, our work builds on previous results in the subcase of the Schwarzschild spacetime, where $a = 0$. This subcase is significantly simpler than the situation in the Kerr spacetime, since the $\partial_t$ Killing vector is timelike in the entire exterior region and generates a conserved positive energy, there is the full $SO(3)$ group of rotation symmetries available to generate higher energies, and the orbiting null geodesics are restricted to $r = 3M$.

The first two of these properties imply theorem 1.1 in the $a = 0$ case. Following the introduction of a Morawetz vector field and of the equivalent of an almost conformal vector field to the Schwarzschild spacetime [34], decay estimates for the wave equation were proven [9], proven with a weaker decay rate but less regularity loss [8], and proven separately with a stronger estimate near the event horizon [17]. These were extended to Strichartz estimates for the wave equation [37] and to decay estimates for Maxwell’s equation [6] and for Einstein’s equation on ultimately Schwarzschildian spacetimes [30]. All of these works relied upon a Morawetz estimate. The Morawetz vector field which made these estimates possible was centred about the orbiting geodesics at $r = 3M$.

This construction of a classical Morawetz vector field fails when $a \neq 0$, since there are orbiting null geodesics filling an open set in spacetime. Using Fourier-analytic techniques, one may define generalised Morawetz vector fields which circumvent this problem [19, 49]. These Fourier-analytic Morawetz vector fields have coefficients that depend on both spacetime position and on the Fourier variables conjugate to the spacetime coordinates. One advantage of such an approach is that it allows the analogues of theorems 1.1 and 1.2 to be proven in $H^1$ regularity Sobolev spaces, instead of $H^3$ regularity Sobolev spaces. At the end of the introduction, we further compare the method of those works with the present paper. The techniques in this paper remain the only ones to provide a Morawetz or integrated energy estimate without using a Fourier variable conjugate to time.

A number of stronger decay estimates have been obtained by building upon a Morawetz estimate in the slowly rotating case. These include a pointwise decay estimate with rate $t^{-1+\epsilon}$ [20], a pointwise in time decay with rate $t^{-3/2+\epsilon}$ [36] (see also [18]), a Strichartz estimate [52], decay with rate $t^{-3}$ [18]. In these statements $\epsilon$ refers to a continuous function of $a$ which vanishes as $|a| \searrow 0$. These pointwise in time decay estimates hold in stationary regions, where $r$ is bounded by $r_1 < r < r_2 < \infty$, but, in all cases, there are corresponding decay estimates along the boundary of the exterior region, i.e. the event horizon $r = r_+$ and null infinity $r \to \infty$. The recent result covering the full range $|a| < M$ also includes a pointwise decay estimate with rate $t^{-3/2+\epsilon}$ [21].

There have also been several lines of work that do not make use of a Morawetz estimate. Fourier-analytic vector fields were used previously to prove Mourre estimates, which are similar to Morawetz estimates, in the proof of scattering for the Klein-Gordon equation [28] and the Dirac equation [29]. The complete separability of the wave equation in the Kerr spacetime was used to derive an explicit representation [25]. For solutions of the form $\psi(t, r, \theta, \phi) = \psi_L(t, r, \theta) e^{iLz, \phi}$ or where $\psi$ is made up of a finite number of azimuthal modes of this form, the integral representation was used to prove an $L^\infty_{loc}$ decay result. Such solutions form a dense set in the space of solutions, but, without a uniform estimate on the decay rate, it is not possible to pass to a limit. Decay rates have been obtained from this separability method for solutions to the Dirac equation [24] and spherically symmetric solutions to the wave equation when $a = 0$ [34]. The decay without rate results for the wave equation built on two earlier results. The first showed that for $|a| \in (0, M)$, it
is possible to do a full separation of variables \cite{51}. The second showed that for each hypothetical exponentially growing mode there is a conserved, nonnegative, energy-like expression, and hence that there are no exponentially growing modes \cite{55}. Recently, separation of variables techniques have been used to prove a uniform $t^{-3}$ decay rate (in stationary regions) for solutions to the wave equation on the Schwarzschild background \cite{22}. The uniform $t^{-3}$ rate is the one conjectured by the “summed Price law”, based on Price’s prediction that all modes decay at a rate of $t^{-3}$ or faster \cite{12} \cite{43}.

For the coupled Einstein and scalar wave system, a decay rate and nonlinear stability of the Schwarzschild solution have been proven in the spherically symmetric setting \cite{15}. Birkhoff’s theorem states that the Schwarzschild spacetime is the unique spherically symmetric, vacuum spacetime solution of Einstein’s equation. Hence, to consider a dynamical problem, one must couple the Einstein equation to some matter model.

1.4. A monotonicity result for null geodesics. Here we illustrate the key idea of the paper by exploring a related one for null geodesics. At the heart of the Morawetz estimate is a monotonicity formula for the wave equation. Null geodesics are the characteristic curves for the wave equation and provide important insight into the behaviour of solutions of the wave equation.

For a null geodesic, $\gamma(\lambda)$, we define the energy associated with a vector field $X$ and evaluated on a Cauchy hypersurface $\Sigma$ to be

$$e_{X}[\gamma](\Sigma) = -g_{\alpha\beta}X^{\alpha}\dot{\gamma}^{\beta}|_{\Sigma}.$$  

The sign in the energy is introduced so that it is nonnegative if $X$ and $\dot{\gamma}$ are both future directed and causal. If the spacetime is globally hyperbolic, for each value of the geodesic parameter $\lambda$ there is a unique Cauchy surface $\Sigma$ for which $\gamma(\lambda)$ intersects $\Sigma$. Differentiation with respect to $\lambda$ is equivalent to differentiation along the tangent vector. Since $\nabla_{\dot{\gamma}}\dot{\gamma} = 0$ for a geodesic, integrating the derivative of the energy gives

$$e_{X}[\gamma](\Sigma_{2}) - e_{X}[\gamma](\Sigma_{1}) = -\int_{\lambda_{1}}^{\lambda_{2}}(\dot{\gamma}_{\alpha}\dot{\gamma}_{\beta})(\nabla^{(\alpha}X^{\beta)})d\lambda,$$  

(1.11)

where $\lambda_{i}$ is the unique value of $\lambda$ such that $\gamma(\lambda)$ is the intersection of $\gamma$ with $\Sigma_{i}$. The sign arises from our choice of sign in the definition of the energy. Formula (1.11) is particularly easy to work with, if one recalls that

$$\nabla^{(\alpha}X^{\beta)} = -\frac{1}{2}\mathcal{L}_{X}g^{\alpha\beta}.$$  

The tensor $\nabla^{(\alpha}X^{\beta)}$ is commonly called the “deformation tensor”. In the following, unless there is room for confusion, we will drop reference to $\gamma$ and $\Sigma$ in referring to $e_{X}$.

These energies for null geodesics are useful for understanding the monotonicity at the heart of the original Morawetz estimate in the Minkowski spacetime, $\mathbb{R}^{1+3}$. That estimate is proven using the radial vector field $\partial_{r}$ in ($t, r, \theta, \phi$) coordinates. In Minkowski spacetime, null geodesics are simply straight lines, and one can consider the projection onto the spatial component in $\mathbb{R}^{3}$, which is also a straight line $\tilde{x}(t)$ and can be parametrised by time. The projection of a null geodesic will have a constant and nonvanishing tangent, $\tilde{v}(t)$. Asymptotically, the position and velocity will become aligned, so that $\lim_{t \to \infty} \tilde{v}(t) \cdot \tilde{x}(t)/|\tilde{x}(t)| = 1$, and similarly in the past, $\lim_{t \to -\infty} \tilde{v}(t) \cdot \tilde{x}(t)/|\tilde{x}(t)| = -1$. Thus, the radial component of the velocity, $\dot{\gamma}_{r} = -e_{\partial_{r}}$, increases overall from the asymptotic past to the asymptotic future. In fact, it is not hard to show that the radial component of the velocity increases monotonically. In particular, with $\eta^{\alpha\beta} = -\partial_{\alpha}\partial_{\beta} + \partial_{\alpha}\partial_{\beta} + r^{-2}(\partial_{\theta}\partial_{\theta} + \sin^{-2}\partial_{\phi}\partial_{\phi})$, \ldots
for null geodesics that do not pass through \( r = 0 \), one finds the monotonicity formula
\[
-(d/d\lambda)c_\gamma = (-1/2)(\mathcal{L}_\gamma \eta^\beta\gamma^\alpha) = -3(\gamma^\alpha \gamma^\beta + \sin^{-2} \gamma^\alpha \gamma^\beta) \geq 0.
\]

We now consider the behavior of the radial velocity of a null geodesic in the Kerr spacetime. If one makes the (implicitly defined) change of variables
\[
dr/d\lambda = \Sigma^{-1},
\]
then equation (1.11) for the radial component becomes
\[
-(d/dr)c_\gamma = -\mathcal{R}(r; M, a; e, \ell_z, q).
\]
For fixed \((M, a)\) and \((e, \ell_z, q)\), this takes the form of the equations of motion of a particle in 1-dimension with a potential. The roots and double roots of the potential \(\mathcal{R}\) determine the turning points and stationary points, respectively, for the motion in the \( r \) direction. The potential \(\mathcal{R} = ((r^2 + a^2) e + d\ell_z)^2 - \Delta(q + \ell_z^2 + 2ae\ell_z)\) is always nonnegative at \( r = r_+ \) and, unless \( e = 0 \), is positive as \( r \to \infty \). As we will show below, it has at most two roots counting multiplicity.

By simply considering the turning points, one can use \( r \) and \( \dot{r}_r \) to construct a quantity that is increasing on average. Throughout this argument, we will take \((M, a)\) and \((e, \ell_z, q)\) as fixed. Consider null geodesics which came from infinity, i.e. for which \( r \to \infty \) as \( \tau \to -\infty \). For these, \( e \) is positive and \( -R \) has no roots, a single double root, or two simple roots. If the potential \(-R\) has no roots, then we can arbitrarily choose \( r_o \in (r_+, \infty) \), so that when the geodesic falls in from infinity, the quantity \((r - r_o)\dot{r}_r\) goes from negative to positive. Similarly, if there are two distinct roots, we can choose \( r_o \) between these two roots (which are between \( r_+ \) and \( \infty \)), in which case, before the geodesic reaches the turning point, the quantity \((r - r_o)\dot{r}_r\) is negative, but that after the geodesic leaves the turning point, the quantity \((r - r_o)\dot{r}_r\) is positive. Finally, in the case that there is a double root, we can define the root to be \( r_o \), so that \((r - r_o)\dot{r}_r\) be large and negative in the far past, but that it goes to zero as the null geodesic asymptotes onto the double root of \(-R\). Using the terminology from the start of this section and taking \( A = (r - r_o)\dot{r}_r \), we write \((r - r_o)\dot{r}_r\) as the energy \(-e_A\). In all three cases considered, \( e_A \) is decreasing overall, in the sense that the limit in the future that is less than the limit in the past. A similar analysis shows that \( e_A \) is nonincreasing overall along all other null geodesics. (Along the orbiting null geodesics, it is identically zero for all \( \tau \).) Thus, in all cases, we can define \( r_o \) and \( A = (r - r_o)\dot{r}_r \) so that \( e_A \) is nonincreasing overall.

To construct a monotone quantity on each null geodesic, it remains to replace \( r - r_o \) by a function \( F \) so that for \( A = F\partial_\lambda \), the energy \( e_A \) is nondecreasing for all \( \tau \) and not merely nondecreasing overall. For \( a \neq 0 \), both \( r_o \) and \( F \) will have to depend on both the Kerr parameters \((M, a)\) and the constants of motion \((e, \ell_z, q)\); the function \( F \) will also depend on \( r \), but no other variables. We define \( A = F\partial_\lambda \), and emphasise to the reader that this is a map from the tangent bundle to the tangent bundle, which is not the same as a standard vector field, which is a map from the manifold to the tangent bundle. To derive a monotonicity formula, we wish to choose \( F \) so that \( e_A \) has a nonnegative derivative. We define the covariant derivative of \( A \) by holding the values of \((e, \ell_z, q)\) fixed and computing the covariant derivative as if \( A \) were a regular vector field. Similarly, we define \( \mathcal{L}_A g^{\alpha\beta} \) by fixing the values of the constants of geodesic motion. Since the constants of motion have zero derivative along null geodesics, equation (1.11) remains valid.

We can use this to illustrate the core calculation of this paper. The Kerr metric can be written as
\[
\Sigma g^{\alpha\beta} = \Delta \partial_\tau^2 \partial_\rho^2 + \frac{1}{\Delta} \mathcal{R}^{\alpha\beta},
\]

\footnote{For null geodesics passing through \( r = 0 \) in \( R^{1+n} \), there is a singular contribution as the radial component of the velocity instantaneously goes \(-1\) to \(1\).}
where
\[ R^{\alpha\beta} = -(r^2 + a^2)^2 \partial_r^2 \partial^\beta - 4aMr \partial_r \partial^\alpha \partial^\beta + (\Delta - a^2) \partial_\alpha \partial_\beta + \Delta Q^{\alpha\beta}, \] (1.12)
\[ Q^{\alpha\beta} = \partial_\alpha \partial_\beta + \cot^2 \theta \partial^2 \partial^\alpha \partial^\beta + a^2 \sin^2 \theta \partial^2 \partial_r \partial^\beta . \] (1.13)

The double contraction of the tensor \( R^{\alpha\beta} \) with the tangent to a null geodesic gives the potential \( R(r; M, a; e, \ell_z, q) = R^{\alpha\beta} \gamma_\alpha \gamma_\beta \). The crucial quantity \( L g^{\alpha\beta} \gamma_\alpha \gamma_\beta \) is calculated below in (1.14). For now, we ignore distracting factors of \( \Sigma, \Delta \), their derivatives, and constant factors, so we can see that the most important terms in \( L g^{\alpha\beta} \gamma_\alpha \gamma_\beta \) are
\[- \frac{2}{2} \partial_r F \gamma_r \gamma_r + F(\partial_r R^{\alpha\beta}) \gamma_\alpha \gamma_\beta = - \frac{2}{2} \partial_r F \gamma_r \gamma_r + F(\partial_r R). \]

The second term in this sum will be nonnegative if \( F = \partial_r R(r; M, a; e, \ell_z, q) \) is one of the two conditions (1.5) for orbiting null geodesics. With this choice of \( F \), the instability of the null geodesic orbits ensures that, for these null geodesics, the coefficient in the first term, \(-2(\partial_r F) \gamma_r \gamma_r + F(\partial_r R)\), will be positive. We can now perform the calculations more carefully to show that this nonnegativity holds for all null geodesics.

Since, up to reparametrisation, null geodesics are conformally invariant, it is sufficient to work with the conformally rescaled metric \( \Sigma g^{\alpha\beta} \). Furthermore, since \( \gamma \) is a null geodesic, for any function \( q_{\text{reduced}} \), we may add \( q_{\text{reduced}} \Sigma g^{\alpha\beta} \gamma_\alpha \gamma_\beta \) wherever it is convenient. Thus, the change in \( e_A \) is given as the integral of
\[ \Sigma \gamma_\alpha \gamma_\beta \nabla^{(\alpha} A^{\beta)} = \left( - \frac{1}{2} L A(\Sigma g^{\alpha\beta} + q_{\text{reduced}} \Sigma g^{\alpha\beta}) \right) \gamma_\alpha \gamma_\beta . \]

To progress further, choices of \( F \) and \( q_{\text{reduced}} \) must be made. For the choices we make here, the calculations are straightforward but lengthy. More detail is given in subsections 3.2.3.4 where analogous calculations are made for the wave equation. Let \( z \) and \( w \) be smooth functions of \( r \) and the Kerr parameters \( (M, a) \). We introduce the notation
\[ \tilde{R}' = \partial_r \left( \frac{z}{\Delta} R(r; M, a; e, \ell_z, q) \right), \quad \tilde{R}'' = \partial_r \left( \frac{z^{1/2}}{\Delta^{1/2}} \tilde{R}' \right), \]
and make the choices
\[ F = -zw \tilde{R}', \quad \text{q}_{\text{reduced}} = - \frac{1}{2} (\partial_r z) w \tilde{R}'. \]

In terms of these functions,
\[ \gamma_\alpha \gamma_\beta \nabla^{(\alpha} A^{\beta)} = w (\tilde{R}')^2 - z^{1/2} \Delta^{3/2} \tilde{R}'' z. \] (1.14)

If we now take \( z = z_1 = \Delta(r^2 + a^2)^{-2} \), then the coefficient of \( e^2 \) in \( \tilde{R}' \) vanishes, and if we further take \( w = w_1 = (r^2 + a^2)^1/(3r^2 - a^2) \), then the coefficient of \( e \ell_z \) in \( \tilde{R}'' \) also vanishes, leaving
\[ \tilde{R}' = 4Ma \left( \frac{3r^2 - a^2}{r^2 + a^2} \right)^3 e \ell_z \]
\[ - \frac{2}{2} r^3 - 3Mr - a^2 r + Ma^2 \ell_z - 2 \frac{r^3 - 3Mr + a^2 r + Ma^2}{(r^2 + a^2)^3} q, \] (1.15a)
\[ \tilde{R}'' = - \frac{2}{2} \frac{3r^4 + a^2}{(3r^2 - a^2)^2} \ell_z^2 - 2 \frac{2(3r^2 - 6a^2 r + a^4)^2}{(3r^2 - a^2)^2} q. \] (1.15b)

Since \( q \) is nonnegative by equation (1.2), it follows that the right-hand side of (1.15a) is nonpositive and that the right-hand side of equation (1.14) is nonnegative. Since equation (1.14) gives minus the rate of change, the energy \( e_A \) is monotone.

Furthermore, these calculations reveal useful information about the geodesic motion. The positivity of the term on the right-hand side of (1.15b) shows that \( \tilde{R}' \)
can have at most one root, which must be simple. In turn, this shows that $\mathcal{R}$ can have at most two roots, as previously asserted.

The role of orbiting geodesics can be seen in equation (1.14). Along null geodesics for which $\mathcal{R}$ has a double root, the double root occurs at the root of $\mathcal{R}'$, so it is convenient to think of the corresponding value of $r$ as being $r_o$. In particular, this root is where null geodesics with the given values of $e$, $\ell_z$, and $q$ orbit the black hole with a constant value of $r$. The first term in (1.14) vanishes at the root of $\mathcal{R}'$, as it must so that $e_A$ can be constantly zero on the orbiting null geodesics. When $a = 0$, the quantity $\mathcal{R}'$ reduces to $-2(r - 3M)r^{-4}(\ell_z^2 + q)$, so that the orbits occur at $r = 3M$. The continuity in $a$ of $\mathcal{R}'$ guarantees that its root converges to $3M$ as $a \to 0$ for fixed $(e, \ell_z, q)$. In subsection 3.4 a slightly more complicated choice of $z$ leads to an $\mathcal{R}'$ for which the convergence of the root to $3M$ as $a \to 0$ can be made uniform in $(e, \ell_z, q)$.

Because of the geometric optics correspondence between null geodesics and solutions of the wave equation, it is natural to try to adapt the monotonicity of $e_A$ for null geodesics to a similar result for the wave equation and, in particular, to adapt the nonnegativity of the terms in equation (1.14) to help in the proof of the Morawetz estimate. In making this adaptation, one must find a replacement for the constants of motion as arguments in the weight $F$. There are several ways in which this can be done. One approach [19] is to use the complete separability of the wave equation; to observe that separation of variables in the $t$ and $\phi$ coordinates is equivalent to the Fourier transform; to observe that the Fourier variables conjugate to $t$ and $\phi$ can be treated as $e$ and $\ell_z$; and to treat the final separation constant, typically associated with $\theta$ but perhaps more properly thought of as the eigenvalues of the hidden symmetry $Q$, as analogous to $q$; to construct a monotone energy like $e_A$ at least for some values of $(e, \ell_z, q)$; and then to show that the estimate on separated components can be summed to provide an estimate for general solutions. Another approach [19] to treating the wave equation is to define a pseudo-differential operator with symbol given by $A$; this is possible since $A$ is a map from the tangent bundle to the tangent bundle.

The method that we introduce in this paper uses only differential operators. Since $A$ is constructed only from the constants $\{e^2, e\ell_z, \ell_z^2, q\}$, which are quadratic in $\gamma$ and constructed from the conformal Killing tensors $\{\partial_\alpha^\beta \partial_\alpha \partial_\beta, \partial_\phi \partial_\phi, \partial_\phi \partial_\phi, Q^{\alpha\beta}\}$, our approach is to construct an analogue which primarily uses the symmetries $S_2 = \{\partial_t^2, \partial_t \partial_\phi, \partial_\phi^2, Q\}$, which are second-order differential operators constructed from the same set of Killing tensors. In [19], the Morawetz estimate is only proved for “high” frequency waves, which have a large ratio between certain frequencies corresponding to the constants of motion for null geodesics $(e, \ell_z, q)$; such a decomposition is not necessary in deriving the nonnegativity for null geodesics in equation (1.14) or when proving estimates for the wave equation in [19] or this paper. In summary, our approach allows us to use differential operators to construct a multiplier which treats all frequency ranges in a uniform manner and in particular gives a nonnegative bulk term at $r \sim 3M$.

1.5. Generalising the vector-field method. In this section, we outline a generalisation of the vector-field method which allows us to take advantage of the presence of hidden symmetries in the Kerr spacetime. In particular, we consider energies based on operators of order greater than one, rather than just vector fields. In the discussion here, we consider the scalar wave equation $\Box \psi = 0$, but much of the discussion applies equally to general field equations derived from a quadratic action.
The energy-momentum tensor for the wave equation is

$$ T_{\alpha\beta}^\psi = \nabla_\alpha \psi \nabla_\beta \psi - \frac{1}{2} g_{\alpha\beta} (\nabla_\gamma \psi \nabla^\gamma \psi). $$

(1.16)

The momentum associated with a vector field $X$ and the energy associated with a vector field $X$ and evaluated on a hypersurface $\Sigma$ are

$$ P_X^\psi [\psi]_\alpha = T^\psi_{\alpha\beta} X^\beta, $$

(1.17a)

$$ E^X_X [\psi](\Sigma) = - \int_\Sigma P_X^\psi [\psi]_\alpha d\eta^\alpha, $$

(1.17b)

where $d\eta^\alpha$ is the normal volume form on $\Sigma$. That is, for any 1-form $\xi$, $\int_\Sigma \xi d\eta^\alpha$ is the integral over $\Sigma$ of the 3-form given by the Hodge dual $*\xi$ [53]. When the spacetime is foliated by surfaces of constant time, as is the case in the Kerr spacetime, we will denote these surfaces by $\Sigma_t$. In this case, we take the normal to be past directed. Thus, the sign in the energy ensures that the energy is nonnegative on constant $t$ surfaces if $X$ is future directed and timelike. In the following, unless there is room for confusion, we will drop reference to $\psi$ in the notation for momentum and energy.

The energy momentum tensor (1.16) satisfies the dominant energy condition, and hence for $X$ future-oriented and timelike, the energy induced on a hypersurface with a past-oriented timelike normal (i.e. a spacelike hypersurface) is positive definite.

The energy conservation law takes the form

$$ E^X_X(\Sigma_2) - E^X_X(\Sigma_1) = - \int_\Omega (\nabla_\alpha P^\alpha_X) \sqrt{|g|} d^4 x $$

$$ = - \int_\Omega T^\alpha_\beta \nabla^{(\alpha} X^{\beta)} \sqrt{|g|} d^4 x, $$

(1.18)

where $\Omega$ is the region enclosed between $\Sigma_1$ and $\Sigma_2$. This is often referred to as the deformation formula. The sign in the right-hand side arises from Stokes’ theorem and our sign conventions. Energy estimates are often performed by controlling the bulk (also called deformation) terms $\nabla_\alpha P^\alpha_X$. However, for Morawetz estimates (e.g. inequality (3.6) below), one makes use of the sign of the bulk term itself; this is similar to the derivation of the monotonicity formula for null geodesics in subsection 1.4.

Recall that the wave equation is a Lagrangian field equation. Taking this into account, equation (1.18) with a momentum 1-form as in (1.17a) is simply a restatement of Noether’s theorem and our sign conventions. The energy conservation law takes the form

$$ E^X_X(\Sigma_2) - E^X_X(\Sigma_1) = - \int_\Omega (\nabla_\alpha P^\alpha_X) \sqrt{|g|} d^4 x $$

$$ = - \int_\Omega T^\alpha_\beta \nabla^{(\alpha} X^{\beta)} \sqrt{|g|} d^4 x, $$

(1.18)

where $\Omega$ is the region enclosed between $\Sigma_1$ and $\Sigma_2$. This is often referred to as the deformation formula. The sign in the right-hand side arises from Stokes’ theorem and our sign conventions. Energy estimates are often performed by controlling the bulk (also called deformation) terms $\nabla_\alpha P^\alpha_X$. However, for Morawetz estimates (e.g. inequality (3.6) below), one makes use of the sign of the bulk term itself; this is similar to the derivation of the monotonicity formula for null geodesics in subsection 1.4.

Recall that the wave equation is a Lagrangian field equation. Taking this into account, equation (1.18) with a momentum 1-form as in (1.17a) is simply a restatement of Noether’s theorem. We will now consider generalisations of the deformation formula, involving momentum 1-forms, and energies, which are not derived directly from a deformation of a Lagrangian. These generalisations include the addition of lower-order correction terms, which is a familiar feature of the multiplier method, as well as the introduction of higher-order conservation laws defined in terms of symmetry operators of the field equation. The existence of symmetry operators is closely related to separability properties for field equations and has been studied for a long time, see e.g. [32, 38, 40] and references therein. However, the application of these ideas in the context of the vector-field method and, in particular, with nonsymmetries as in our proof of the Morawetz estimate is new.

By estimating higher-order energies one may, via Sobolev estimates, obtain pointwise control of the fields. Higher-order energies may be defined by using symmetries. Given, for $0 \leq i \leq n$, a collection of order-$i$ differential operators, $\mathcal{S}_i$, we can define the higher-order energy (of order $n+1$) for a vector field $X$ to be

$$ E_{X,n+1}^\psi [\psi](\Sigma) = \sum_{i=0}^n \sum_{S \in \mathcal{S}_i} E^X_X[S\psi](\Sigma). $$

(1.19)
Since the energy-momentum tensor is quadratic in $\psi$, we can define a bilinear form of it by
\[ T[\psi_1,\psi_2]_{\alpha\beta} = \frac{1}{4} (T[\psi_1 + \psi_2]_{\alpha\beta} - T[\psi_1 - \psi_2]_{\alpha\beta}). \]
It is convenient to define an indexed version of the bilinear energy momentum, with respect to a set of symmetry operators \{$S_a$\}, by
\[ T[\psi]_{\alpha\beta} = T[S_a \psi, S_b \psi]_{\alpha\beta}. \]
Given a double-indexed collection of vector fields, $X = \{X^{ab}\}$, we define the associated generalised momentum and energy to be
\[ P_X[\psi]_\alpha = T[\psi]^{ab}_{\alpha\beta}X_a^{b\alpha}, \]
\[ E_X[\psi](\Sigma) = -\int_\Sigma P_X[\psi]_\alpha d\eta^\alpha. \]
In practice it is convenient to consider momenta with lower-order terms, designed to improve certain deformation terms in $\nabla_\alpha P_\alpha$, For a scalar function, $q$ \[[16]\], or a double-indexed collection of functions, $q = \{q^{ab}\}$, the associated momenta are defined to be
\[ P_q[\psi]_\alpha = q(\nabla_\alpha \psi)\psi - \frac{1}{2}(\partial_\alpha q) \psi^2, \]
\[ P_q[\psi]_\alpha = q^{ab}(\nabla_\alpha S_a \psi)S_b \psi - \frac{1}{2}(\partial_\alpha q^{ab})(S_a \psi)(S_b \psi). \]
For a pair consisting of a vector field and a scalar function, $(X,q)$, the associated momentum is defined to be the sum of the momenta associated with the vector field and the scalar. For a pair of collections, $X = \{(X^{ab})\}, \{q^{ab}\}$, again the momentum is defined to be the sum of the momenta. In all cases, the energy on a hypersurface is given by the negative of the flux, defined with respect to the momentum vector, through the hypersurface. From the above, we have the following version of the deformation formula,
\[ E_X(\Sigma_2) - E_X(\Sigma_1) = -\int_\Omega (\nabla_\alpha P_\alpha X^{ab}) \sqrt{|g|} d^4x. \] (1.20)

It is important to point out, as we show in lemma \[2.1\], that the deformation terms for the generalised momenta are computationally not much more difficult to handle than the classical ones. As for the classical momenta and energies, in defining the generalised vector fields, momenta, and energies as outlined above, one is interested in getting positive definiteness of the energies or bulk terms. Here, an additional subtlety arises. Namely, in the Morawetz estimate presented in equation \[3.6\], one achieves positive definiteness only modulo boundary terms. We generate these boundary terms when we integrate by parts to use the formal self-adjointness of the second-order symmetry operators. These boundary terms can then be controlled by the energy. The presence of these boundary terms is a completely new feature compared to the classical energies and momenta.

1.6. Strategy of proof. Recall from earlier in the introduction that there are three major problems in the Kerr spacetime:

1. No positive, conserved energy: There is no timelike, Killing vector. In particular, the vector field $\partial_t$, which is Killing, is only timelike outside the ergosphere, i.e. for $r > M + \sqrt{M^2 - a^2 \cos^2 \theta}$.

2. Lack of sufficient classical symmetries: The higher energies generated by the Lie derivatives in the $\partial_t$ and $\partial_\phi$ directions do not control enough directions to estimate Sobolev norms of the function.
3. Complicated trapping: There are orbiting null geodesics. These neither escape to null infinity nor enter the black hole. Since solutions to the wave equation can follow null geodesics for an arbitrarily long time, this presents an obstacle to decay. Furthermore, there are orbiting null geodesics occurring over a range of $r$ in the Kerr spacetime (with $|a| > 0$), which makes the situation more complicated than in the Schwarzschild spacetime ($a = 0$), where there are orbiting null geodesics only at $r = 3M$.

To overcome problem 1, we first observe that the vector $\partial_t$ is timelike for sufficiently large $r$; that, if $\omega_H = \frac{a}{r^2 + a^2}$ denotes the angular velocity of the horizon, then the vector $\partial_t + \omega_H \partial_\phi$ is null on the horizon and timelike for sufficiently small $r > r_+$; that the regions where $\partial_t$ and $\partial_t + \omega_H \partial_\phi$ are timelike overlap when $|a|$ is sufficiently small; and that both $\partial_t$ and $\partial_t + \omega_H \partial_\phi$ are Killing. Thus, if we let

$$T_\chi = \partial_t + \chi \omega_H \partial_\phi,$$

(1.21)

where $\chi$ is identically 1 for $r < r_\chi$, identically 0 for $r > r_\chi + M$, and smoothly decreases on $[r_\chi, r_\chi + M]$, then, for sufficiently small $a$, this vector field will be timelike everywhere and will be Killing outside the fixed region $r \in [r_\chi, r_\chi + M]$. Thus, to prove the boundedness of the associated positive energy, it will be sufficient to control the behaviour of solutions in this fixed region through a Morawetz estimate.

To overcome problem 2, we note that the second-order operator $Q$ is a symmetry and is a weakly elliptic operator. Using $Q$, $\partial_\phi^2$, and $\partial_t^2$ as symmetries to generate higher energies, we can control energies of the spherical Laplacian of $\psi$. These control Sobolev norms which are sufficiently strong to control $|\psi|^2$.

To overcome problem 3, the complicated trapping, we will adapt $A$ from the monotonicity formula for null geodesics in subsection 1.4. This adaptation is possible because the double-indexed energy momentum tensor $T[\psi]_{\mu\nu\alpha\beta}$ from subsection 1.5 allows one to use the hidden symmetries in defining double-indexed sets of vectors. If we introduce

$$\mathcal{L} = \mathcal{L}^a \mathcal{S}_a = \partial_t^2 + \partial_\phi^2 + Q$$

to give us a weakly elliptic operator and an extra, free, underlined index, we can take as our collection of Morawetz vector fields

$$A^{\underline{ab}} = -zw\tilde{R}^{(a}\mathcal{L}^{b)} \partial_t,$$
$$q^{\underline{ab}} = -\frac{1}{2} z \left( \partial_t \left( w\tilde{R}^{(a}\right) \right) \mathcal{L}^{b)},$$
$$A = \{ (A^{\underline{ab}}), \{q^{\underline{ab}}\} \},$$
$$\tilde{R}^{\underline{ab}} = \partial_t \left( \frac{z}{\Delta} \tilde{R}^{\underline{ab}} \right),$$

with $z$ and $w$ smooth, positive functions to be chosen. In subsection 3.4, we choose $z$ and $w$ slightly differently from how they were chosen in subsection 1.4, so that they satisfy some additional conditions that were not necessary there. Applying the generalised deformation formula (1.20), the difference between the energies on one hypersurface and another is

$$E_A(\Sigma_2) - E_A(\Sigma_1) = - \int (\nabla_a P_\Delta^a) \sqrt{|g|} d^4x.$$
Ignoring several distracting details, the bulk term is of the form

\[
\frac{1}{2} w \bar{R}^a w \bar{R}^b L^{\alpha \beta} (\partial_\alpha S_\beta) (\partial_\beta S_\alpha) \\
+ z^{1/2} \Delta^{3/2} \left( -\partial_r \left( w \frac{z^{1/2}}{\Delta^{1/2}} \bar{R}^a \right) \right) L^b (\partial_r S_\beta) (\partial_r S_\beta) \\
+ \frac{1}{4} (\partial_r \Delta \partial_r \partial_r w) (\partial_r \bar{R}^a) L^b (S_\beta) (S_\beta),
\]
see the proof of lemma 3.9. The first two terms are very similar to the terms in a compact interval in \( (r_-, \infty) \), with small perturbations on the coefficients. The coefficient on \( \psi \) is positive. We choose \( z \) and \( w \) to get positivity away from the photon orbits. The third term is lower-order, since it involves fewer derivatives of \( \psi \), and has no analogue for null geodesics.

Recall from the discussion above that when viewed as a function on phase space, \( \mathcal{R} \) vanishes together with \( \partial_r \mathcal{R} \) at the trapped set, and \( \partial_r^2 \mathcal{R} < 0 \) there. Since \( z \) and \( w \) are positive, the equivalent statement holds for \( \bar{\mathcal{R}} \). The expression in (1.22) is quadratic in up to third-order derivatives of the field \( \psi \). For this reason it is not appropriate in the context of (1.22) to think of \( \mathcal{R} \) as a function on phase space, but rather to compare this expression with the square of a nondegenerate pointwise third-order norm of \( \psi \). The vanishing of \( \mathcal{R} \) and \( \partial_r \mathcal{R} \) at the orbiting null geodesics then is reflected in a degeneracy of the first line of (1.22) compared to such a third-order norm. This analysis is done in detail in section 3.4, see in particular the proof of lemma 3.9.

For small \( |a| \), with \( v \) denoting terms of the form \( S_\alpha \psi \), and with our choices of \( z \) and \( w \), the sum of the second and third terms in (1.22) is of the form

\[
M \left( \frac{\Delta^2}{r^2 (r^2 + a^2)} (\partial_r v)^2 + \frac{9 r^2 - 46 M r + 54 M^2}{6 r^4} v^2 \right),
\]
with small perturbations on the coefficients. The coefficient on \( v^2 \) is positive outside a compact interval in \( (r_-, \infty) \). As shown in [7], it is sufficient to prove a Hardy estimate which bounds the quadratic form in (1.23) from below by a sum of positive weights times \( (\partial_r v)^2 \) and \( v^2 \). This provides an estimate on the third line in (1.22), which has no analogue for null geodesics.

The positive terms arising from the deformation of \( A \) dominate the deformation terms (with extra derivatives) arising in the failure of \( T_\chi \) to be Killing. (In fact, at this stage, only the second and third derivatives of \( \psi \) are controlled, whereas the deformation terms from the third-order \( T_\chi \) energy also involve the first derivatives and undifferentiated factors of \( \psi \). To handle this, a classical vector field is also introduced to prove a Morawetz estimate that controls the lower-order terms.) On the other hand, the energy associated with \( A \) is dominated by the (third-order) energy associated with \( T_\chi \). Since there is a factor of \( |a| \) on the \( T_\chi \) deformation terms, we have a small parameter, which allows us to close the boot-strap argument in which the \( T_\chi \) energy is controlled by the integral of its deformation, which is controlled by the integral of the \( A \) deformation, which is controlled by the \( A \) energy, which is finally controlled by the \( T_\chi \) energy. This allows us to establish theorem 1.1.

A similar argument can be used to show that for null geodesics, there is a uniform bound on the positive energy \( e_L \to T_\gamma \), where \( L = e^2 + \ell^2 + q \). The method is essentially the same as for the wave equation. With \( A = LF \partial_r \), with \( z \) and \( w \)
chosen as in subsection 1.4, the positive terms in the deformation dominate the
deformation terms arising from the failure of $T_{\chi}$ to be Killing. Similarly, the $T_{\chi}$
energy (with two extra factors of $L$) dominates the $A$ energy.

The small $|a|$ condition which we impose is significantly stronger than the con-
dition that $|a| \leq M$ which implies the existence of a black hole and which might be
ideally imposed. There are several fundamental and technical reasons for this small
$|a|$ condition. Perhaps most importantly, the construction of $T_{\chi}$ relies on there
being a region where both $\partial_t + \chi \omega_H \partial_{\phi}$ and $\partial_t$ are timelike in which to perform
the blending. When $|a|$ is sufficiently large, but still smaller than $M$, there is no
such overlapping region, so this particular construction fails. In addition, we use
the assumption on the smallness of $|a|$ to close the bounded $T_{\chi}$ energy argument.
If $|a|$ is not small relative to the absolute constants appearing in that estimate, it
would not be possible to close the boot-strap argument. A clear technical obstacle
is that, in the proof of the Morawetz estimate, we perturb the Hardy estimate in
(1.23). If $|a|$ were too large, the perturbation argument would fail, and our
numerical investigation suggests that when $|a|$ is larger than about $0.9M$, there are no
longer positive solutions of the associated ODE, which we use to prove the estimate.
These obstacles are the most fundamental obstacles to extending the range of $|a|$, but there are also numerous other, technical estimates in which we have made use
of the smallness of $|a|$.

Having summarised our method, we will now compare it with methods used in
recent, related work. Recently, others have constructed a bounded energy 19, 49.
To make a comparison, we point to several features which they share but which are
different from those in our approach.

To overcome problem 1, we use $T_{\chi}$, which becomes null on the event horizon.
Thus, the energy we control has a weight which vanishes linearly at $r = r_+$. The
other works use a different timelike vector field, which includes some of the horizon-
penetrating vector field, first introduced in 17. This is denoted $Y$ 19 or $X_2$ 49.
We add the contribution from such a vector field as a separate step in appendix A.

To overcome problem 2, neither 19 nor 49 use $Q$ to generate higher energies.
Away from the event horizon, they use the symmetries $\partial^2_t$, $\partial_t \partial_{\phi}$, and $\partial^2_{\phi}$ and the fact
that $\psi$ satisfies the wave equation. Near the event horizon, they generate higher
energies using $\partial_t$ and a horizon-penetrating, radial vector field (e.g. $Y$ in 19). This
is possible because of a favourable sign in the error terms arising from the failure
of the radial vector field to be a symmetry.

Finally, to overcome problem 3, both of 19, 49 use a pseudo-differential
Morawetz multiplier, as explained in subsection 1.4. We have avoided these in
favour of local differential operators.

Less importantly, both avoid surfaces of constant $t$ in favour of surfaces and
coordinates which go through the event horizon. Since vector-field arguments can
be deformed from one surface to another, this is a minor difference; however, the
lower-order coefficients in the momenta, $q$, slightly complicate this. Although all
known Morawetz arguments have, in some sense, a troublesome lower-order term,
19, 49 use a different construction so that they can use positivity arising from $Y$
or $X_2$, instead of the Hardy estimate we use to control the negativity in (1.23).

The structure of this paper is as follows. Section 2 introduces some preliminary
results and further notation. Section 3 contains the main argument of this paper;
in this section, we expand the energy associated with $T_{\chi}$ and prove the Morawetz
estimate using the symmetry-indexed vector fields. Finally, a brief appendix reviews
how to derive nondegenerate energy estimates from the main estimates of this paper.
In this section, we present some more notation and basic estimates which we shall use throughout the paper.

To begin, we note that we take $M > 0$ as fixed. In a statement about the existence of a sufficiently small bound $\bar{a}$ for which an estimate holds for $|a| \leq \bar{a}$, it is understood that the upper bound $\bar{a}$ depends on $M$. Similarly, in estimates, $C$ is used to denote an absolute constant or a constant which depends only on $M$. The notation $x \lesssim y$ means $x \leq C y$, and the notation $x \sim y$ means $x \lesssim y$ and $y \lesssim x$. All objects are smooth unless otherwise stated.

In informal discussions, if $X$ is a set of operators, then $X \psi$ will typically refer to expressions of the form $X \psi$ for $X \in X$. Similar notation is defined precisely in certain contexts in the remainder of this section.

In the remainder of this paper, unless otherwise stated, Greek indices refer to the Kerr coordinates denoted there, $(\bar{t}, \bar{r}, \theta, \phi)$. In the appendix, Greek indices refer to the Kerr coordinates denoted there, $(\bar{t}, \bar{r}, \bar{\theta}, \bar{\phi})$.

2.1. **Proof of the general deformation formula.** In analogy with the definition of higher-order energies in equation (1.19), we define, for a general set of operators $X$, for a vector field $Y$, and a function $\psi$, the higher-order momentum and energy as

$$P_Y[X \psi] = \sum_{X \in X} P_Y[X \psi],$$

$$E_Y[X \psi] = \sum_{X \in X} E_Y[X \psi].$$

We now prove the validity of the general deformation formula (2.20). In addition, we allow an additional positive function $\Omega$ to be introduced, which allows for many calculations to be simplified.

**Lemma 2.1.** If $U$ is an open set in a general 4-dimensional Lorentzian manifold, $(x^\alpha)$ is a system of coordinates on $U$, $\psi \in C^2(U)$ is a solution of $\nabla^\alpha \nabla_\alpha \psi = 0$, $X$ is a vector field, $q$ is a function, and $\Omega$ is a positive function, then the divergence of the associated momentum is

$$\nabla_\alpha P_{X,q}[\psi] = -\frac{\Omega^2}{2} L\chi(\Gamma^{-2} g^{\alpha\beta})(\nabla_\alpha \psi)(\nabla_\beta \psi) + \left( -\frac{\Omega^{-2}}{2} \nabla_\alpha (\Gamma^2 X^\alpha) + q \right) (\nabla^\gamma \psi)(\nabla_\gamma \psi) - \frac{1}{2} (\nabla_\alpha \nabla_\gamma q)(\nabla^\gamma \psi)^2. \tag{2.1}$$

Furthermore, if $\{S_{\underline{a}}\}$ is a set of symmetry operators for the wave equation, $X = \{\{X_{\underline{a}}\}, \{q_{\underline{a}}\}\}$ is a pair consisting of symmetric collections of double-indexed vectors and scalars, and $\psi$ is a solution of the wave equation, then

$$\nabla_\alpha P_X[\psi] = -\frac{\Omega^2}{2} L\chi(\Gamma^{-2} g^{\alpha\beta})(\nabla_\alpha S_{\underline{a}}^\psi)(\nabla_\beta S_{\underline{a}}^\psi) + \left( -\frac{\Omega^{-2}}{2} \nabla_\alpha (\Gamma^2 X_{\underline{a}}^\alpha) + q_{\underline{a}} \right) (\nabla^\gamma S_{\underline{a}}^\psi)(\nabla_\gamma S_{\underline{a}}^\psi) - \frac{1}{2} (\nabla_\alpha \nabla_\gamma q_{\underline{a}})(S_{\underline{a}}^\psi)(S_{\underline{a}}^\psi). \tag{2.2}$$

**Proof.** By direct computation

$$\nabla_\alpha P_{X,q}[\psi] = (\nabla_\alpha T^{\alpha\beta})X^\beta + T_{\alpha\beta} \nabla^\alpha X^\beta$$

$$+ q \psi \nabla^\alpha \nabla_\alpha \psi + q(\nabla^\alpha \psi)(\nabla_\alpha \psi) - \frac{1}{2} (\nabla_\alpha \nabla_\gamma q)(\nabla^\gamma \psi)^2.$$
Since \( \psi \) solves the wave equation, \( \nabla_\alpha T^{\alpha\beta} = 0 \) and \( \nabla_\alpha \nabla^\alpha \psi = 0 \). Expanding the energy-momentum tensor, one finds

\[
\nabla_\alpha P_{(X,q)}[\psi]^\alpha = \nabla^{(\alpha}X^{\beta)}(\nabla_\alpha \psi)(\nabla_\beta \psi) + \left( -\frac{1}{2}(\nabla_\alpha X^\alpha) + q \right)(\nabla^\alpha \psi)(\nabla_\alpha \psi) - \frac{1}{2}(\nabla_\alpha \nabla^\alpha q)\psi^2.
\]

Since \( \Omega \) is positive, there is a well-defined inverse. Inserting \( 1 = \Omega^2 \Omega^{-2} \) into the derivative of \( X \) and using the formula \( \nabla^{\alpha}X^{\beta} = (-1/2)\mathcal{L}_X g^{\alpha\beta} \), one finds \( \nabla^{(\alpha}X^{\beta)} = (-1/2)\mathcal{L}_X \Omega^{-2}g^{\alpha\beta} - (1/2)\Omega^{-2}g^{\alpha\beta}(X\Omega^2) \), so

\[
\nabla_\alpha P_{(X,q)}[\psi]^\alpha = -\frac{\Omega^2}{2}\mathcal{L}_X(\Omega^{-2}g^{\alpha\beta})(\nabla_\alpha \psi)(\nabla_\beta \psi) + \left( -\frac{1}{2}(\Omega^{-2}(X\Omega^2)) + \nabla_\alpha X^\alpha + q \right)(\nabla^\alpha \psi)(\nabla_\alpha \psi) - \frac{1}{2}(\nabla_\alpha \nabla^\alpha q)\psi^2
\]

\[
\nabla_\alpha P_{(X,q)}[\psi]^\alpha = -\frac{\Omega^2}{2}\mathcal{L}_X(\Omega^{-2}g^{\alpha\beta})(\nabla_\alpha \psi)(\nabla_\beta \psi)
\]

\[
\quad + \left( -\frac{1}{2}(\Omega^{-2}(X\Omega^2)) + \nabla_\alpha X^\alpha + q \right)(\nabla^\alpha \psi)(\nabla_\alpha \psi) - \frac{1}{2}(\nabla_\alpha \nabla^\alpha q)\psi^2 - \frac{\Omega^{-2}}{2}(\nabla_\alpha(\Omega^2X^\alpha) + q)(\nabla^\alpha \psi)(\nabla_\alpha \psi) - \frac{1}{2}(\nabla_\alpha \nabla^\alpha q)\psi^2.
\]

The second part of the theorem follows by replacing \((X,q)\), \((\nabla_\alpha \psi)(\nabla_\beta \psi)\), and \(\psi^2\) by \((X^{ab},q^{ab})\), \((\nabla_\alpha S_a)(\nabla_\beta S_b)\), and \((S_a)(S_b)\) respectively and then using the \(\Omega\) symmetry of \(X^{ab}\) and \(q^{ab}\).

2.2. Simplifying rescalings. It is convenient to introduce the following reference volume forms

\[
d^3\mu = \mu d\theta d\phi, \quad \mu = \sin \theta, \quad d^3\mu = d^2\mu dr, \quad d^4\mu = d^2\mu drdt.
\]

It so happens that the Boyer-Lindquist coordinates allow the second-order symmetry operators to be expressed easily in terms of coordinate partial derivatives and \(\mu\)

\[
S_a = \frac{1}{\mu} \partial_\alpha \mu S_a^{\alpha\beta} \partial_\beta.
\]

All other operators built from these can be similarly expanded. For example, the operator \(\mathcal{R}\) defined in equation (1.8) can be written as

\[
\mathcal{R} = \frac{1}{\mu} \partial_\alpha \mu \mathcal{R}^{\alpha\beta} \partial_\beta,
\]

where \(\mathcal{R}^{\alpha\beta}\) is defined in (1.12). Similarly, the contravariant form of the metric can be written as

\[
\Sigma g^{\alpha\beta} = \Delta \partial^\alpha \partial^\beta + \frac{1}{\Delta} \mathcal{R}^{\alpha\beta}.
\]

This eliminates all \(\theta\) dependence, except that arising through \(Q^{\alpha\beta}\).

Careful applications of the factor \(\Sigma\) can be used in many applications to either eliminate \(\theta\) or leave only \(\mu\). The volume element for \(g_{\alpha\beta}\) in Boyer-Lindquist coordinates is given by

\[
\sqrt{|g|} = \sqrt{-\det g_{\alpha\beta}} = \Sigma \sin \theta.
\]

Thus, divergences can be written as

\[
\Sigma \nabla_\alpha X^\alpha = \frac{1}{\sqrt{|g|}} \partial_\alpha \sqrt{|g|} X^\alpha = \frac{1}{\mu} \partial_\alpha \mu \Sigma X^\alpha.
\]
Similarly, $\Sigma \Box$ can be written as

$$\Sigma \Box = \Sigma - \frac{1}{\sqrt{|g|}} \partial_\alpha \sqrt{|g|} g^{\alpha \beta} \partial_\beta = \frac{1}{\mu} \partial_\alpha \mu \Sigma g^{\alpha \beta} \partial_\beta.$$ 

From the formula for $\Sigma g$ in equation (2.3), this eliminates all $\theta$ and $\partial_\theta$ terms except for those arising from $Q$.

In the deformation formulas (2.1)-(2.2), we will make the choice $\Omega^{-2} = \Sigma$.

This yields the Lie derivative of $\Sigma g^{\alpha \beta}$ and the divergence of $\Sigma^{-1} X$. These can be simplified using equations (2.3) and (2.4) respectively.

2.3. **The 3+1 decomposition.** The surfaces of constant $t$, $\Sigma_t$, are spacelike since they are spanned by the spacelike vector fields $\partial_r$, $\partial_\theta$, and $\partial_\phi$. Thus, the 1-form $dt$ is timelike in the exterior. Its length is $g(dt, dt) = g^{tt} = \frac{\Pi}{\Delta \Sigma}$. For our purposes, it will be convenient to rescale this by $(g^{tt})^{-1/2}$, so that the component in the $\partial_t$ direction is 1. Thus, we introduce

$$T_\perp = \partial_t + \omega_\perp \partial_\phi,$$

$$\omega_\perp = \frac{g^{t\phi}}{g^{tt}} = \frac{2aMr}{\Pi},$$

which has length

$$g(T_\perp, T_\perp) = (g^{tt})^{-1} = -\frac{\Delta \Sigma}{\Pi}.$$

The vector field $T_\perp$ is timelike in the exterior, and it extends continuously to the event horizon and the bifurcation sphere. In fact, it extends smoothly through the event horizon and the bifurcation sphere. This vector field extends to the null tangent vector on the event horizon and to axial rotation (with coefficient $\omega_H$) on the bifurcation sphere.

To calculate the flux through hypersurfaces of constant $t$, one needs the normal volume element,

$$d\nu^\alpha = -n^\alpha_{\Sigma_t} \sqrt{g_{rr} g_{\theta \theta} g_{\phi \phi}} \dr d\theta d\phi$$

$$= -T^\alpha_{\Sigma_t} \frac{\Pi}{\Delta} \dr \sin \theta d\theta d\phi.$$

(This can be computed using that $n_{\Sigma_t} = T_\perp (-g(T_\perp, T_\perp))^{-1/2} = T_\perp (g^{tt})^{1/2}$; that, from the formula for inverting 2 x 2 matrices, $g^{tt} = g_{\phi \phi} (g_{tt} g_{\phi \phi} - g^2_{t \phi})^{-1}$; and that, from the formula for determinants, $-\Sigma^2 \sin^2 \theta = \det g = g_{rr} g_{\theta \theta} (g_{\phi \phi} g_{tt} - g^2_{t \phi}) = g_{rr} g_{\theta \theta} g_{\phi \phi}/g^{tt}$.)

For certain calculations, a contravariant form of the metric is more useful, in which case, we will use that, with our sign conventions

$$d\nu_{\Sigma_t} = \Sigma dt_{\Sigma_t} d^3\mu.$$

2.4. **Pointwise Norms.** First, we introduce some notation for angular derivatives. We typically use $(\theta, \phi)$ for coordinates on the sphere, but occasionally use $\omega \in S^2$ to avoid coordinate singularities at the poles. We use $\nabla$ to denote the angular gradient and $\Delta$ for the Laplacian on the unit sphere. For two vectors on the sphere, there is an inner product defined using the standard metric on the unit sphere. Extending this notation to differential operators in the standard way, for a function $f$, $\Delta f = \mu^{-1} \nabla \cdot (\mu \nabla f)$.
The Boyer-Lindquist coordinates induce coordinates $(θ, φ)$ on the constant $(t, r)$ surfaces. This defines a diffeomorphism to the unit sphere in $\mathbb{R}^3$ using the standard spherical coordinates. This diffeomorphism, defined in the $(θ, φ)$ chart, extends smoothly to the entire sphere. This allows us to treat $∇$ and $Δ$ as operators defined in the Kerr spacetime. We use $Θ_i$ for the pullback under this diffeomorphism of the rotation vector fields about the coordinate axes. With the exception of $Θ_3 = ∂_φ$, these are not symmetries in the Kerr spacetime. We use $O_1 = \{Θ_i\}$ to denote the set of these rotations, and we use $T_1 = \{∂_t, Θ_i\}$.

Here and throughout the rest of the paper, we say that a vector field has smooth angular components if, for fixed $r$ and $t$, the contraction of the vector field with any smooth 1-form on the sphere produces a smooth function. Because of the coordinate singularity in the $(θ, φ)$ coordinates, this does not assert that the $θ$ and $φ$ components of the vector field are smooth. The angular gradient of a smooth function has smooth angular components.

Given a set of differential operators, $X$, we use the notation $|ψ|_X^2 = |Xψ|^2 = \sum_{X \in X} |Xψ|^2$. If no set is specified, simply an index, we mean $|ψ|_n^2 = \sum_{i=0}^n |S_iψ|^2$, where $S_i$ is the set of generators of the order-$i$ symmetries given in equation (1.9). We will refer to $|ψ|_n$ as the order-$n$ pointwise norm of $ψ$. When the $n$ is clear from context, we will simply refer to this as the norm of $ψ$.

**Lemma 2.2** (Spherical Sobolev estimate using symmetries). There is a constant, $C$, such that for all $(t, r) \in \mathbb{R} \times (r_+, ∞)$, if $ψ$ is sufficiently smooth that the quantity on the right is bounded, then

$$\sup_{(t,r) \times S^2} |ψ|^2 \leq C \int_{(t,r) \times S^2} |ψ|^2 d^2μ.$$  

Proof. Recall that we use $μ$ to denote $\sin θ$ and $Δ$ to denote the spherical Laplacian, which takes the form

$$Δ = \frac{1}{μ} ∂_θμ∂_θ + \frac{1}{μ^2} ∂_φ^2.$$  

The absolute value of the spherical Laplacian of $u$ can be estimated by

$$|Δψ| = \left| \left( \frac{1}{μ} ∂_θμ∂_θ + cot^2 θ∂_φ^2 + ∂_φ^2 \right) ψ \right| \leq \left| \left( \frac{1}{μ} ∂_θμ∂_θ + cot^2 θ∂_φ^2 \right) ψ \right| + |∂_φ^2 ψ| \leq |Qψ| + a^2 \sin^2 θ|∂_φ^2 ψ| + |∂_φ^2 ψ| \lesssim |S_2ψ|.$$  

By a standard, spherical, Sobolev estimate, 

$$|ψ|_{L^∞(S^2)}^2 \lesssim \int_{S^2} (|Δψ|^2 + |ψ|^2) d^2μ.$$  

Since the integrand on the right is bounded by $|ψ|^2$, the desired estimate holds with a uniform constant in $(t, r)$. □

In subsection 3.4, we also require the following operators and the associated weaker norms.
Definition 2.3. For \( \epsilon \geq 0 \), let
\[
\mathcal{L} = \partial_t^2 + Q + \partial_{\theta}^2,
\]
and
\[
|\psi|_{2,\epsilon}^2 = \epsilon |\partial_{\theta}^2 \psi|^2 + (1 + \epsilon) \left( |\partial_t \partial_{\theta} \psi|^2 + \frac{1}{\mu^2} |\partial_t \partial_{\theta} \psi|^2 \right) + |\mathcal{L} \psi|^2,
\]
\[
|\psi|_3^2 = \epsilon |\partial_{\theta}^2 \psi|^2 + (2\epsilon + \epsilon^2) |\partial_{\theta}^2 \mathcal{L} \psi|^2 + (1 + 2\epsilon) |\mathcal{L} \partial_{\theta} \psi|^2 + |\nabla \mathcal{L} \psi|^2.
\]
We also introduce the homogeneous norms, generated from the previous norm by taking \( \epsilon = 1 \),
\[
|\psi|_{n,1}.
\]

In these norms, there are coefficients that are not just monomial in \( \epsilon \), such as the \((1 + \epsilon)\) in \(|\psi|_{2,\epsilon}|^2\). These permit exact equality in some estimates below.

Lemma 2.4 (The \( \mathcal{L}, \mathcal{L} \) estimate). There is a positive constant \( C \) such that, for \( \epsilon \in (0,1) \), if \( \psi \) is smooth, then\(^4\)
\[
\left| (\mathcal{L}_t \psi)(\mathcal{L}_t \psi) - |\psi|_{2,\epsilon}^2 + \frac{1}{\mu} \partial_n \left( \mu(1 + \epsilon) B_{\mathcal{L}} [\psi]^n \right) \right| \lesssim a^2|\psi|_{2,1}^2,
\]
where \( B_{\mathcal{L}}[\psi]^t = (\partial_t \psi)(\mathcal{L} \psi) \), \( B_{\mathcal{L}}[\psi]^\theta = 0 \), \( B_{\mathcal{L}}[\psi]^\theta = -(\partial_t \psi)(\partial_\theta \partial_t \psi) / \mu^2 \). Furthermore,
\[
\left| (\mathcal{L}_t \partial_{\theta} \psi)^2 + (\mathcal{L}_t \nabla \psi)^2 - |\psi|_{3,\epsilon}^2 + 2\frac{1}{\mu} \partial_n \left( \mu B_{\mathcal{L}} [\mathcal{T}_1 \psi]^n \right) \right| \lesssim a^2|\psi|_{3,1}^2,
\]
where \( B_{\mathcal{L}}[\mathcal{T}_1 \psi] \) denotes \( \sum_{X \in \mathcal{T}_1} B_{\mathcal{L}} [X \psi] \).

Proof. By direct computation,
\[
(\mathcal{L}_t \psi)(\mathcal{L}_t \psi) - ((\epsilon \partial_t^2 + \Delta \psi)((\partial_t^2 + \Delta) \psi) = (a^2 \sin^2 \theta \partial_{\theta}^2 \psi)(\mathcal{L}_t \psi)
\]
\[
+ ((\epsilon \partial_t^2 + \Delta \psi)(a^2 \sin^2 \theta \partial_{\theta}^2 \psi),
\]
so
\[
\left| (\mathcal{L}_t \psi)(\mathcal{L}_t \psi) - ((\epsilon \partial_t^2 + \Delta \psi)((\partial_t^2 + \Delta) \psi)) \right| \lesssim a^2|\psi|_{2,1}^2.
\]
We now expand \((\epsilon \partial_t^2 + \Delta \psi)((\partial_t^2 + \Delta) \psi)\) as
\[
((\epsilon \partial_t^2 + \Delta \psi)((\partial_t^2 + \Delta) \psi) = \epsilon (\partial_t \psi)^2 + (1 + \epsilon) (\partial_t \psi)(\Delta \psi) + (\Delta \psi)^2,
\]
and simplify the cross-term by gathering total derivatives
\[
(\partial_t^2 \psi)(\Delta \psi) = -(\partial_t \psi)(\mathcal{L} \partial_t \psi) - \partial_t ((\partial_t \psi)(\Delta \psi))
\]
\[
= |\nabla \partial_t \psi|^2 + \partial_t ((\partial_t \psi)(\mathcal{L} \partial_t \psi)) - \frac{1}{\mu} \nabla \cdot ((\partial_t \psi)(\mathcal{L} \partial_t \psi))
\]
\[
= |\nabla \partial_t \psi|^2 + \frac{1}{\mu} \partial_n \left( \mu B_{\mathcal{L}} [\psi]^n \right).
\]
Note that it was crucial to gather the total derivatives first in \( t \) and then in the angular directions, so that the desired bound on \( B_{\mathcal{L}}[\psi]^t \) holds. This completes the proof of estimate (2.5).

The proof of estimate (2.6) follows the same steps. First, there is the simplification from
\[
\left| (\mathcal{L}_t \partial_{\theta} \psi)^2 + (\mathcal{L}_t \nabla \psi)^2 - ((\epsilon \partial_t^2 + \Delta \partial_{\theta} \psi)^2 + ((\epsilon \partial_t^2 + \Delta \mathcal{L} \partial_{\theta} \psi)^2) \right| \lesssim a^2|\psi|_{3,1}^2.
\]
\(^4\)The index on \( B_{\mathcal{L}}[\psi] \) refers to equation (2.5).
Second, the simplified term can be expanded as
\[(\epsilon \partial^2_t + \Delta)\partial_t \psi)^2 + (\epsilon \partial^2_t + \Delta)\nabla \psi)^2 = \epsilon^2 (\partial^2_t \psi)^2 + 2\epsilon (\partial^2_t \psi) (\Delta \partial_t \psi) + (\Delta \partial_t \psi)^2 + \epsilon^2 (\partial^2_t \nabla \psi)^2 + 2\epsilon (\partial^2_t \nabla \psi) (\Delta \nabla \psi) + (\Delta \nabla \psi)^2.\]

Third, the mixed factors can be written as perfect squares plus total derivatives
\[(\partial^2_t \psi) (\Delta \partial_t \psi) = (\partial^2_t \nabla \psi)^2 + \frac{1}{\mu} \partial_a (\mu B_{\epsilon \Delta} \partial_t \psi)^a,\]
\[(\partial^2_t \nabla \psi) (\Delta \nabla \psi) = \sum_{X \in C_1} \frac{1}{\mu} \partial_a (\mu B_{\epsilon \Delta} [X \psi]^a).\]

An important consequence of lemma 2.4 is that the \((2, \epsilon)\) norm is dominated by \((\mathcal{L} \psi)(\mathcal{L} \psi)\) plus a divergence term and small error terms. In the divergence term, the time component satisfies \(|B_{\epsilon \Delta} [\psi]| \lesssim |\partial_t \psi||S_2 \psi|\), there is no \(r\) component, and the vector field \(B_{\epsilon \Delta} \psi\) has smooth angular components.

### 2.5. Further notation

We use the notation
\[f = O(r^p)\]
to mean that there is a constant, uniformly in \(a\) in some small interval of \(a\) values containing 0, such that for all \(r > r_+\), \(|f(r)| < Cr^p\). We introduce also the notation
\[f = O \left( \left( \frac{\Delta}{r^2} \right)^q, r^p \right)\]
to mean that there is a constant, uniformly in \(a\) in some small interval of \(a\) values containing 0, such that for all \(r > r_+\),
\[|f(r)| < C \left( \left( \frac{\Delta}{r^2} \right)^q \right) r^p.\]

Similarly, for functions \(f\) of \(t, r, \omega\), we use \(f = O(r^p)\) or \(O \left( \left( \frac{\Delta}{r^2} \right)^q, r^p \right)\) when the same bounds hold with the condition \(\forall t \in \mathbb{R}, r > r_+, \omega \in S^2\) replacing \(r > r_+\) and \(f(t, r, \omega)\) replacing \(f(r)\). This measures the decay rate at \(r_+\) and \(\infty\). If \(f\) is continuous, this is all the information that is required to bound the function.

For a set \(X\), we use \(1_X\) to denote the indicator function, which is identically one on \(X\) and zero elsewhere. We define a function to be smooth on a closed interval if it is smooth in the interior and if all the derivatives are continuous up to the boundary.

### 3. The bounded-energy argument

In this section, we construct a bounded energy by first constructing an almost conserved energy and then proving a Morawetz estimate to control its growth.

#### 3.1. The blended energy

Recall from [1.21] that for \(|a|\) sufficiently small, the vector field
\[T_x = \partial_t + \chi \omega_H \partial_\phi\]
is timelike in the exterior and Killing outside the region \([r_\chi, r_\chi + M]\), since \(\chi\) is constant outside this region and decreases from one to zero inside this region. If we choose \(r_\chi\) sufficiently large so that it corresponds to a larger value of \(r\) than any orbiting null geodesic for our initial choice of small \(|a|\), this property will remain true for any subsequent decrease in the range of \(|a|\) we allow. For definiteness, we take \(r_\chi = 10M\), which is beyond the range of the orbiting null geodesics for any Kerr black hole.
Proof. Since $\psi$ is a solution of the wave equation $\Box \psi = 0$, then
\[ |\Sigma \nabla_a P_{T_\perp} [\psi]^a| = \Delta \omega_H |\partial_\alpha \psi| |\partial_\beta \psi| \cdot (\Delta T_\perp) \cdot (\Delta T_\perp). \]

Lemma 3.1. There is a positive $\tilde{a}$ such that for $|a| \leq \tilde{a}$, if $t \in \mathbb{R}$ and $\psi$ is smooth, then $T_\perp$ is timelike and
\[
E_{T_\perp}(t) \approx \int_{\Sigma_t} \left( \frac{(r^2 + a^2)^2}{\Delta} (T_{\perp} \psi)^2 + \Delta (\partial_r \psi)^2 + Q^{\alpha \beta} (\partial_\alpha \psi)(\partial_\beta \psi) \right) d^3 \mu, \\
\approx \int_{\Sigma_t} \left( \frac{(r^2 + a^2)^2}{\Delta} (T_{\perp} \psi)^2 + \Delta (\partial_r \psi)^2 + \Delta (\partial_\beta \psi)^2 + \sum_i (\Theta_i \psi)^2 \right) d^3 \mu, \quad (3.1)
\]
The energy $E_{T_\perp}(t) \approx E_{T_\perp}(t)$.

Furthermore, if $\psi$ is a solution of the wave equation $\Box \psi = 0$, then
\[
|\Sigma \nabla_a P_{T_\perp} [\psi]^a| = \Delta \omega_H |\partial_\alpha \psi| |\partial_\beta \psi|.
\]

Proof. Since $-g_{\alpha \beta} T^\alpha_\perp T^\beta_\perp = \Delta \Sigma / \Pi$, the $T_\perp$ energy is
\[
E_{T_\perp} = \int_{\Sigma_t} T_{\alpha \beta} T^\alpha_\perp T^\beta_\perp \frac{\Pi}{\Delta} d^3 \mu, \\
= \int_{\Sigma_t} \left( (T_{\perp} \psi)^2 - \frac{1}{2} g(T_{\perp}, T_{\perp}) g^{\alpha \beta}(\partial_\alpha \psi)(\partial_\beta \psi) \right) \frac{\Pi}{\Delta} d^3 \mu \\
= \int_{\Sigma_t} \left( \frac{\Pi}{\Delta} (T_{\perp} \psi)^2 + \frac{1}{2} \Sigma g^{\alpha \beta}(\partial_\alpha \psi)(\partial_\beta \psi) \right) d^3 \mu.
\]
The integrand can be expanded as
\[
\frac{\Pi}{\Delta} (T_{\perp} \psi)^2 + \frac{1}{2} \Sigma g^{\alpha \beta}(\partial_\alpha \psi)(\partial_\beta \psi) = \frac{1}{2} \left( \Delta (\partial_r \psi)^2 + \frac{(r^2 + a^2)^2}{\Delta} (T_{\perp} \psi)^2 + Q^{\alpha \beta} (\partial_\alpha \psi)(\partial_\beta \psi) + (\partial_\phi \psi)^2 \right) - \frac{1}{2\Delta} \left( 4a Mr - 2\omega_\perp (r^2 + a^2)^2 \right) (\partial_\psi \psi) \psi \psi \\
+ \frac{1}{2\Delta} \left( -a^2 + (r^2 + a^2)^2 \omega_\perp \right) (\partial_\phi \psi)^2 - a^2 \sin^2 \theta (T_{\perp} \psi)^2.
\]
Since the coefficients $4a Mr - 2\omega_\perp (r^2 + a^2)^2$ and $-a^2 + (r^2 + a^2)^2 \omega_\perp^2$ vanish at $r = r_+$, are bounded by factors that go uniformly to 0 on bounded sets as $a \to 0$, and grow as $r \to \infty$ no faster than $r$ and a constant respectively, for $|a|$ sufficiently small,
\[
E_{T_\perp}(t) \approx \int_{\Sigma_t} \left( \frac{(r^2 + a^2)^2}{\Delta} (T_{\perp} \psi)^2 + \Delta (\partial_r \psi)^2 + Q^{\alpha \beta} (\partial_\alpha \psi)(\partial_\beta \psi) \right) d^3 \mu.
\]
A clearer bound on the angular derivatives can be obtained by noting that the $\partial_\phi^2$ term in $Q$ has a bounded factor times $a^2$, so
\[
\frac{(r^2 + a^2)^2}{\Delta} (T_{\perp} \psi)^2 + Q^{\alpha \beta} (\partial_\alpha \psi)(\partial_\beta \psi) + (\partial_\phi \psi)^2 \gtrsim (\partial_\psi \psi)^2 + Q^{\alpha \beta} (\partial_\alpha \psi)(\partial_\beta \psi) + (\partial_\phi \psi)^2 \\
\gtrsim \sum_i |\Theta_i \psi|^2.
\]
The $T_\chi$ energy can be estimated using the fact that $T_\perp - T_\chi = (\omega_\perp - \chi\omega_H)\partial_\phi$ is orthogonal to $T_\perp$, so
\[ E_{T_\perp} - E_{T_\chi} = \int_{\Sigma_r} (\omega_\perp - \chi\omega_H)(\partial_\phi)\psi(T_\perp\psi) \frac{d^3\mu}{\Delta}. \]
The coefficient $\omega_\perp - \chi\omega_H$ vanishes linearly at $r = r_+$, is bounded by a function that goes to zero uniformly as $a \to 0$, and goes to zero as $r \to \infty$ like $r^{-4}$, so, by a simple Cauchy-Schwarz estimate, one finds $|E_{T_\perp} - E_{T_\chi}| \lesssim |a|E_{T_\perp}$, so $E_{T_\chi} \approx E_{T_\perp}$.

The divergence of the momentum can be estimated using equation (2.1). Taking $\Omega^{-2} = \Sigma$ greatly simplifies the terms on the right-hand side of equation (2.1). For example, one finds $\Omega^{-2}\nabla_\alpha(\Omega^2T^\alpha) = \mu^{-1}\partial_\alpha(\mu T^\alpha) = 0$. Similarly, this choice of $\Omega$ eliminates the factor of $\Sigma$ when computing $\mathcal{L}_{T^\chi}(\Omega^{-2}g^{\alpha\beta})$. Thus,
\[ \nabla_\alpha P^\alpha_{T_\chi} = \Omega^2\mathcal{L}_{T_\chi} (\Omega^{-2}g^{\alpha\beta}) (\partial_\alpha\psi)(\partial_\beta\psi) = \Sigma^{-1}(\partial_\tau\chi)\Delta\omega_H(\partial_\tau\psi)(\partial_\phi\psi). \]

Recall that we defined higher-order energies by
\[ E_{T_\chi,n+1}[\psi] = \sum_{i=0}^{n} E_{T_\chi}[S_i\psi], \]
where $S_i$ is the set of order-$i$ symmetries from (1.9).

**Corollary 3.2.** If $\psi$ is a solution of the wave equation $\Box\psi = 0$,
\[ \frac{d}{dt} E_{T_\chi,n+1}[\psi] \leq C \int_{S^2} \int_{r_+}^\infty \mathbf{1}_{\text{supp}\phi}[\partial_r\psi][\partial_\phi\psi] r^2 d^3\mu, \]
where the norms on the right are defined in subsection 2.4.

**Proof.** This follows from considering a symmetry operator $S$ of order $i$, applying the previous lemma to $S\psi$, summing over the operators $S \in S_i$, and then summing in $i$. \qed

### 3.2. Set-up for radial vector fields and their fifth-order analogues.

**Definition 3.3.** If $z$ and $w$ are smooth functions of $r$ and the parameters $M$ and $a$, then we define the following single- and double-indexed quantities
\[ \tilde{R}^z = \frac{z}{\Delta} R^z, \]
\[ \tilde{R}^{z\alpha} = \partial_r \left( \frac{z}{\Delta} R^{z\alpha} \right), \]
\[ \tilde{R}^{z\alpha} = w \frac{z^{1/2}}{\Delta^{1/2}} \tilde{R}^{z\alpha}, \]
\[ \tilde{R}^{z\alpha} = \partial_r \left( w \frac{z^{1/2}}{\Delta^{1/2}} \tilde{R}^{z\alpha} \right). \]

These can be used to define a double-indexed family of vectors and scalars which we shall use to prove a Morawetz estimate.

**Definition 3.4.** Given smooth functions $z$ and $w$ as above, the radial coefficients and reduced scalar functions are defined to be
\[ f^z = -zw\tilde{R}^{z\alpha}, \quad f^{wz} = -zw\tilde{R}'^{(z)\alpha}\mathcal{L}^\alpha, \]
\[ q^\alpha_{\text{reduced}} = -\frac{1}{2}(\partial_r z) w \tilde{R}^{z\alpha}, \quad q^{wz}_{\text{reduced}} = -\frac{1}{2}(\partial_r z) w \tilde{R}'^{(z)\alpha}\mathcal{L}^\alpha. \]
The Morawetz vector fields and scalar functions are defined in terms of these as

\[
A^a = F^a \partial_a, \quad A^{ab} = F^{ab} \partial_a,
\]

\[
q^a = \frac{1}{2} \Sigma \nabla (\Sigma^{-1} A^a), \quad q^{ab} = \frac{1}{2} \Sigma \nabla (\Sigma^{-1} A^{ab}).
\]

For simplicity, we introduce the following notation for the pair consisting of the previous sets of vector fields and functions,

\[
A = (\{A^a\}, \{q^{ab}\}).
\]

Lemma 3.5. If \(\psi\) is a solution to the wave equation \(\Box \psi = 0\), then the divergence of the momentum associated with these quantities is given by

\[
\Sigma \nabla_\alpha P^\alpha_A[\psi] = A^{\alpha} (\partial_\alpha \Sigma) \partial_\alpha \psi + U^{\alpha \beta} (\partial_\alpha \Sigma) (\partial_\beta \psi) + V^\alpha (\partial_\alpha \psi),
\]

where

\[
A^a = z^{1/2} \Delta^{3/2} (-\tilde{R}^{a/2}), \quad A^{ab} = A^{(a} \tilde{L}^{b)},
\]

\[
U^{ab} = \frac{1}{2} w \tilde{R}^a \tilde{R}^b, \quad U^{\alpha \beta} = U^{(a} \tilde{L}^{\beta)} s^{a \beta},
\]

\[
V^a = \frac{1}{4} (\partial_\alpha \Delta \partial_\alpha \tilde{z} (\partial_\alpha w \tilde{R}^{a/2})), \quad V^{ab} = V^{(a} \tilde{L}^{b)}.
\]

Proof. In the formula for the divergence of the momentum, equation [2.2], we choose \(\Omega^{-2} = \Sigma\). Since \(\Omega^{-2} q^{ab} = \Sigma q^{ab} = \Delta \partial^a \partial^b + \Delta^{-1} R^{a \beta} \), this choice of \(\Omega\) eliminates \(\Sigma\) when we need to compute the Lie derivative along \(A^{ab}\), enormously simplifying the calculation. Furthermore, the term \(q^{ab}\) has been chosen so that the coefficient of \((\nabla^\gamma \Sigma^a \psi) (\nabla^\gamma \Sigma^b \psi)\) is \(-q^{ab}_{\text{reduced}}\). Thus, the divergence of the momentum is given by

\[
\Sigma \nabla_\alpha P^\alpha_A = \left( \Delta (\partial_\alpha F^{ab}) - \frac{1}{2} F^{ab} (\partial_\alpha \Delta) \right) (\partial_\alpha \Sigma \psi) (\partial_\alpha \Sigma \psi)
- \frac{1}{2} F^{ab} \left( \partial_\alpha \left( \frac{R^{\alpha \beta}}{\Delta} \right) \right) (\partial_\alpha \Sigma \psi) (\partial_\beta \Sigma \psi)
- q^{ab}_{\text{reduced}} \Delta (\partial_\alpha \Sigma \psi) (\partial_\alpha \Sigma \psi) - \frac{q^{ab}_{\text{reduced}}}{\Delta} (\partial_\alpha \Sigma \psi) (\partial_\beta \Sigma \psi).
\]

In the coefficient of the radial derivative terms, the part coming from the vector field can be rewritten as

\[
\left( \Delta (\partial_\alpha F^{ab}) - \frac{1}{2} F^{ab} (\partial_\alpha \Delta) \right) = \left( \partial_\alpha \left( \frac{F^{ab}}{\Delta^{1/2}} \right) \right) \Delta^{3/2}.
\]

Expanding using the definitions of \(z, w, \) and \(\tilde{R}',\) we first note that \(q^{ab} = -(1/2) \partial_\alpha (z w \tilde{R}^{a/2} \tilde{R}^{b/2}) = -(1/2) \tilde{z} \partial_\alpha (w \tilde{R}^{a/2} \tilde{R}^{b/2}).\) Thus, the divergence of the momentum is

\[
\Sigma \nabla_\alpha P^\alpha_K = - z^{1/2} \Delta^{3/2}\left( \partial_\alpha \left( \frac{z^{1/2}}{\Delta^{1/2}} w \tilde{R}^2 \right) \right) \tilde{L}^b (\partial_\alpha \Sigma^a \psi) (\partial_\alpha \Sigma^b \psi)
+ \frac{1}{2} w \tilde{R} \tilde{z} \tilde{L}^b \left( \partial_\alpha \left( \frac{w \tilde{R}^{\alpha \beta}}{\Delta} \right) \right) (\partial_\alpha \Sigma^a \psi) (\partial_\beta \Sigma^b \psi)
+ \frac{1}{4} (\Sigma \nabla_\alpha (z (\partial_\alpha w \tilde{R}^{a/2}) \tilde{L}^b)) (\Sigma^a \psi) (\Sigma^b \psi).
\]
The expression \( \tilde{R}' \) was chosen so that it is exactly the derivative in the second term. Similarly, the quantity \( \tilde{R}'' \) was chosen so that it is the derivative in the first term. Thus, the total bulk term is

\[
\Sigma \nabla_\alpha P^\alpha_A = -z^{1/2} \Delta^{1/2} \tilde{R}^{m2} \mathcal{L}^2_\alpha (\partial_\alpha S^2_2)(\partial_\beta S^2_2) + \frac{1}{2} w(\mathcal{L}^2 \tilde{R}^{m2}) \tilde{R}^{\alpha \beta}(\partial_\alpha S^2_2)(\partial_\beta S^2_2) + \frac{1}{4} (\partial_\beta \Delta \partial_\alpha (\partial_\beta w \tilde{R}^{-(2)})) \mathcal{L}^2_\beta (S^2_2)(S^2_2).
\]

Since \( \tilde{R}^{\mu2} \mathcal{L}^2_\mu \) is contracted against a quantity which is symmetric in \( ab \), it is not necessary to distinguish between \( \tilde{R}^{m2} \mathcal{L}^2_\mu \) and \( \tilde{R}^{\mu2} \mathcal{L}^2_\mu \). Substituting the definitions of \( A^{ab} \), \( U^{ab\alpha \beta} \), and \( V^{ab} \) gives the desired result. \( \square \)

### 3.3. Rearrangements

We rearrange the terms related to \( U \) to get a strictly positive contribution to the divergence.

**Lemma 3.6.** If \( \psi \) is a solution to the wave equation \( \Box \psi = 0 \), then

\[
\Sigma \nabla_\alpha (P_A [\psi]^\alpha + B_{A,1} [\psi]^\alpha) = A^{ab} (\partial_\alpha S^2_2)(\partial_\beta S^2_2) + U^{ab\alpha \beta} (\partial_\alpha S^2_2)(\partial_\beta S^2_2) + V^{ab}(S^2_2)(S^2_2),
\]

where \( A \), \( U \), and \( V \) are defined in lemma 3.5 and

\[
\Sigma B_{A,1} [\psi]^\alpha = (U^{ab} \mathcal{L}^{\alpha \beta} - U^{\alpha b \alpha \beta})(S^2_2)(\partial_\beta S^2_2).
\]

We refer to \( B_{A,1} \) as the first boundary term.

**Proof.** Starting from equation (3.5), it is only the second term on the right side that needs to be manipulated. First, we rearrange the derivative term to get

\[
\mu U^{ab\alpha \beta} (\partial_\alpha S^2_2)(\partial_\beta S^2_2) = \mu U^{ab\alpha \beta} (\partial_\alpha S^2_2)(\partial_\beta S^2_2) = -U^{ab} \mathcal{L}^{\alpha \beta} (S^2_2)(\partial_\alpha \mu S^\alpha_2 \partial_\beta S^2_2) + \partial_\alpha (\mu U^{ab} \mathcal{L}^{\alpha \beta} (S^2_2)(\partial_\beta S^2_2)).
\]

The first term on the right can be rewritten in terms of \( S^2_2 \), which can be commuted with \( S^2_2 \), which in turn can be expanded in partial derivatives as

\[
-U^{ab} \mathcal{L}^{\alpha \beta} (S^2_2)(\partial_\alpha \mu S^\alpha_2 \partial_\beta S^2_2) = -\mu U^{ab} \mathcal{L}^{\alpha \beta} (S^2_2)(S^2_2 S^\alpha_2 S^\alpha_2) = -\mu U^{ab} \mathcal{L}^{\alpha \beta} (S^2_2)(S^2_2 S^\alpha_2).
\]

We can substitute this into the previous calculation, rearrange a derivative in the new expression, reindex, and use the symmetry of \( U^{ab} \) to conclude that

\[
\mu U^{ab\alpha \beta} (\partial_\alpha S^2_2)(\partial_\beta S^2_2) = \mu U^{ab} \mathcal{L}^{\alpha \beta} \mathcal{L}^{\alpha \beta} (S^2_2)(\partial_\beta S^2_2) = \partial_\alpha (\mu U^{ab} \mathcal{L}^{\alpha \beta} \mathcal{L}^{\alpha \beta} (S^2_2)(\partial_\beta S^2_2)) = \partial_\alpha \left( \mu (U^{ab} \mathcal{L}^{\alpha \beta} - U^{ab \alpha \beta})(S^2_2)(\partial_\beta S^2_2) \right).
\]

Applying the definition of \( B_{A,1} \) gives the desired result. \( \square \)
3.4. Choosing the weights. In this section, we choose the weights \( z \) and \( w \) to ensure the positivity of the highest-order terms in the right-hand side of the estimate in the previous lemma, lemma 3.6.

**Definition 3.7.** Given a positive value for the parameter \( \epsilon \), we use the following weights to define the Morawetz vector field,

\[
\begin{align*}
    z &= z_1 z_2, \\
    z_1 &= \frac{\Delta}{(r^2 + a^2)^2}, \\
    z_2 &= 1 - \epsilon \partial_t^2 \left( \frac{\Delta}{(r^2 + a^2)^2} \right),
\end{align*}
\]

\[
\begin{align*}
    w &= w_1 w_2, \\
    w_1 &= \frac{(r^2 + a^2)^4}{3r^2 - a^2}, \\
    w_2 &= \frac{1}{2r}.
\end{align*}
\]

**Remark 3.8.** The goal in choosing the various weight functions is to obtain nonnegativity for \( \mathcal{A}^\infty_\ell (\partial_t S_a \psi)(\partial_t S_a \psi) \) and \( \mathcal{U}^\infty_\ell L^\infty_3 (\partial_\alpha S_a \psi)(\partial_\beta S_a \psi) \), with possible degeneracy in the \( U \) term near \( r = 3M \). As explained in the introduction, the guiding principle is to introduce operators \( \mathcal{R}' = \mathcal{R}'(r; M, a; \partial_t, \partial_\phi, Q) \) and \( \mathcal{R}'' = \mathcal{R}''(r; M, a; \partial_t, \partial_\phi, Q) \) that are analogues of the corresponding quantities for null geodesics, \( \mathcal{R}'(r; M, a; e, \ell, q) \) and \( \mathcal{R}''(r; M, a; e, \ell, q) \). In particular, one expects that \( \mathcal{R}' = \mathcal{R}'(r; M, a; e, \ell, q) \) should be (weakly spacetime) elliptic when \( \mathcal{R}'(r; M, a; e, \ell, q) \) is nonnegative, and similarly for \( \mathcal{R}'' \). Analogously, we think of \( \mathcal{A} \) as the product of the positive quantities \( \mathcal{L} \) and \( -\mathcal{R}'' \), and we think of \( \mathcal{U} \) as \( \mathcal{R}'' \).

Thus, the weight functions are chosen so that, for any null geodesic, the quantity \( -\mathcal{R}''(r; M, a; e, \ell, q) \) is nonnegative and the quantity \( \mathcal{R}'(r; M, a; e, \ell, q) \) can vanish only at a value of \( r \) near \( 3M \). For \( |a| \ll M \), the orbiting null geodesics are near \( r = 3M \). On orbiting null geodesics, \( \mathcal{R}'(r; M, a; e, \ell, q) \) vanishes and \( -\mathcal{R}''(r; M, a; e, \ell, q) \) is positive. The functions \( z \) and \( w \) are chosen so that on any null geodesic, the quantity \( \mathcal{R}'(r; M, a; e, \ell, q) \) vanishes only in a neighbourhood of \( r = 3M \) and the quantity \( -\mathcal{R}''(r; M, a; e, \ell, q) \) is positive.

We have chosen the weights so that the following properties hold:

1. The definition of \( \mathcal{R}' \) in equation (3.4) is made so that \( \mathcal{U} \) takes the form as \( w \mathcal{R}'' \) in lemma 3.3.
2. \( \epsilon \partial_t^2 \) is the coefficient of \( e^2 \) in \( \mathcal{R}'(r; M, a; e, \ell, q) \) and \( \mathcal{R}''(r; M, a; e, \ell, q) \), and hence of \( \partial_t^2 \) in the operators \( \mathcal{R}' \) and \( \mathcal{R}'' \).
3. \( z_1 \) is such that, if \( z_2 \) had been equal to 1, which corresponds to \( \epsilon \partial_t^2 = 0 \), then the coefficient of \( e^2 \) in \( \mathcal{R}'(r; M, a; e, \ell, q) \), and hence of \( \partial_t^2 \) in \( \mathcal{R}' \), would be zero, as in equation (1.15a).
4. \( z_2 \) is such that, if \( \epsilon \partial_t^2 > 0 \), then the coefficient of \( \epsilon \partial_t^2 e^2 \) in \( \mathcal{R}'(r; M, a; e, \ell, q) \), and hence of \( \epsilon \partial_t^2 \partial_t^2 \) in \( \mathcal{R}' \), is nonnegative and a perturbation (in \( \epsilon \partial_t^2 \)) of the coefficient of \( Q \).
5. \( w_1 \) is such that, if \( z_2 \) and \( w_2 \) had both been equal to 1, then the coefficient of \( e \ell \) in \( \mathcal{R}''(r; M, a; e, \ell, q) \), and hence of \( \partial_\ell \partial_\phi \) in \( \mathcal{R}'' \), would vanish, as in equation (1.15b).
6. \( w_2 \) is such that

\( a) \mathcal{R}''(r; M, a; e, \ell, q) \) is positive everywhere and

\( b) \ (zw \mathcal{R}'(r; M, a; e, \ell, q))^2 g(\partial_t, \partial_\tau) \lesssim (e^2 + \ell^2 + q)^2 g(T_\chi, T_\chi) \).

In particular, from the dominant energy condition, condition 5.7 allows us to show that \( \mathcal{E}_A[\psi] \lesssim \mathcal{E}_{T_\chi}[\psi] \).

Once the form \( w_2 = C r^{-1} \) was chosen, the factor of \( C = 1/2 \) was chosen so that, when \( a = 0 \) and \( \epsilon \partial_t^2 = 0 \), the coefficient of \( \ell^2 + q \) in \( \mathcal{A} \) is equal to 1.
The factors $\tilde{R}'$, $z_1$, $w_1$, and $z_2$ are uniquely defined by the above properties. In contrast, the factor $w_2$ is both overdetermined, since we have chosen it to satisfy two conditions that are not a priori obviously compatible, and underdetermined, since it so happens that there are many functions that allow these two conditions to be satisfied.

The statement and proof of the following lemma make use of the norms given in subsection 2.4.

**Lemma 3.9.** There are positive constants $\bar{a}$, $\epsilon_{\bar{a}r}$, and $C$ such that if $|a| \leq \bar{a}$ and $0 < \epsilon_{\bar{a}r} \leq \epsilon_{\bar{a}r}$ and $\psi$ is a solution to the wave equation $\Box \psi = 0$ then

$$\Sigma \nabla_a ((P_{\mathbf{A}}[\psi]^\alpha + B_{\mathbf{A},1}[\psi]^\alpha + B_{\mathbf{A},II}[\psi]^\alpha))$$

$$\geq M \frac{\Delta^2}{r^2(r^2 + a^2)} |\partial_r \psi|^2 \epsilon_{\bar{a}r}^2 + \frac{1}{6} \frac{9Mr^2 - 46M^2r + 54M^3}{r^4} |\psi|^2 \epsilon_{\bar{a}r}^2$$

$$+ \frac{1}{4r} \frac{(r^2 + a^2)^4}{3r^2 - a^2} \tilde{R}^z \tilde{R}^\alpha \tilde{L}^{\alpha\beta}(\partial_\alpha S_{a\psi})(\partial_\beta S_{a\psi})$$

$$- C \frac{\Delta^2}{r^2(r^2 + a^2)} (|a| + \epsilon_{\bar{a}r}^2)|\partial_r \psi|^2 \epsilon_{\bar{a}r}^2 + \epsilon_{\bar{a}r}^2 |\partial_r \psi|^2 \epsilon_{\bar{a}r}^2$$

$$- C \frac{1}{r^2} (|a| |\psi|^2 \epsilon_{\bar{a}r}^2 + \epsilon_{\bar{a}r}^2 |\psi|^2 \epsilon_{\bar{a}r}^2),$$

where $\tilde{R}'$ is defined by equation (3.4), satisfies

$$\tilde{R}' = -2(2r - 3M) r^{-4} L_{\epsilon_{\bar{a}r}^2}$$

$$+ aO(r^{-4}) \partial_\phi \partial_\tau + a^2 O(r^{-5}) Q + a^2 O(r^{-5}) \partial_\phi^2$$

$$+ \epsilon_{\bar{a}r}^2 a^2 O(r^{-5}) \partial_\tau^2 + \epsilon_{\bar{a}r}^2 O(r^{-5}) Q + \epsilon_{\bar{a}r}^2 O(r^{-5}) \partial_\phi^2,$$

and where the $B_{\mathbf{A},II}[\psi]^\alpha$ satisfy

$$|\Sigma_{\mathbf{A}}[\psi]^\alpha| \lesssim \frac{\Delta^2}{r^2(r^2 + a^2)} |\partial_r \psi| \sum_2 |\partial_r S_{a\psi}| + \frac{1}{r^2} |\partial_\tau \psi| \sum_2 |S_{a\psi}|,$$

$$B_{\mathbf{A},II}[\psi]^\alpha = 0.$$

and the angular components of $B_{\mathbf{A},II}$ are smooth.

**Remark 3.10.** In the applications of this lemma, it will always be the case that the regions of integration have boundary which are level sets of $t$ or $r$, so that the angular components of $B_{\mathbf{A},II}[\psi]$ do not contribute to the boundary integral.

**Proof.** From lemma 3.6, there are three terms to control, the $U$, $A$, and $V$ terms.

**Step 1:** The $U$ term. The $U$ term can be expanded using the definition in lemma 3.6 as

$$\frac{1}{2} U_{\text{A}2} L^{\alpha\beta}(\partial_\alpha S_{a\psi})(\partial_\beta S_{a\psi}) = \frac{1}{4} w \tilde{R}^{z\alpha} \tilde{R}^{z\beta} L^{\alpha\beta}(\partial_\alpha S_{a\psi})(\partial_\beta S_{a\psi}),$$

so it is sufficient to calculate $\tilde{R}'$. With our choice of $z$ and $w$, this is

$$\tilde{R}' = - \epsilon_{\bar{a}r}^2 (2(r - 3M) r^{-4} + a^2 O(r^{-5})) \partial_\tau^2$$

$$+ aM O(r^{-4}) \partial_\phi \partial_\tau$$

$$- (2(r - 3M) r^{-4} + a^2 O(r^{-5}) + \epsilon_{\bar{a}r}^2 O(r^{-5})) Q$$

$$- (2(r - 3M) r^{-4} + a^2 O(r^{-5}) + \epsilon_{\bar{a}r}^2 O(r^{-5})) \partial_\phi^2.$$

**Step 2:** The $A$ term. The $A$ term is

$$A^2 L^z(\partial_\alpha S_{a\psi})(\partial_\beta S_{a\psi}) = \frac{\Delta^2}{r^2 + a^2} (-\tilde{R}^{z\alpha}) L^z(\partial_\alpha S_{a\psi})(\partial_\beta S_{a\psi}).$$
With our choices of \( z \) and \( w \), we find:

\[
-\tilde{\mathcal{R}}'' = M\epsilon_\alpha^2(r^{-2} + a^2O(r^{-3}) + \epsilon_\alpha^2O(r^{-3}))\partial_t^2
+ aMO(r^{-2})\partial_\phi \partial_t
+ M(r^{-2} + a^2O(r^{-3}) + \epsilon_\alpha^2O(r^{-3}))Q
+ M(r^{-2} + a^2O(r^{-3}) + \epsilon_\alpha^2O(r^{-3}))\partial_\phi^2.
\]

We are interested in this because the operator \(-\tilde{\mathcal{R}}''\) is very close to \( \frac{M}{r^2}\mathcal{L}_{\epsilon_\alpha^2} \) in the sense that

\[
\left| \left( -\tilde{\mathcal{R}}'' - \frac{M}{r^2}\mathcal{L}_{\epsilon_\alpha^2} \right) \partial_\tau \psi \right| = a^2O(r^{-3})|T_1^2\partial_\tau \psi|
+ aO(r^{-2})|T_2^2\partial_\tau \psi|
+ \epsilon_\alpha^2O(r^{-3})|\partial_\tau^2 \partial_\psi|
+ \epsilon_\alpha^2a^2O(r^{-3})|\sin 2\theta \partial_\theta \partial_\psi|.
\]

Thus,

\[
\left| (\mathcal{L}\partial_\tau \psi) \left( -\tilde{\mathcal{R}}'' - \frac{M}{r^2}\mathcal{L}_{\epsilon_\alpha^2} \right) \partial_\tau \psi \right| \leq (|a| + \epsilon_\alpha^2)O(r^{-2})|\partial_\tau \psi|_2^2 + \epsilon_\alpha^2O(r^{-2})|\partial_\tau \psi|_2^2.
\]

Since \( \mathcal{L} \) and \( \mathcal{L}_{\epsilon_\alpha^2} \) commute with functions of \( r \), we can apply lemma 2.4 to \( \partial_\tau \psi \), to get

\[
(\mathcal{L}_{\epsilon_\alpha^2} \partial_\tau \psi)(\mathcal{L}\partial_\tau \psi) \geq |\partial_\tau \psi|_{\epsilon_\alpha^2}^2
+ \frac{1 + \epsilon_\alpha^2}{\mu} \left( \mu B_{\text{I.2.1}}|\partial_\tau \psi|^\alpha \right) + a^2|T_1^2 \partial_\tau \psi|^2.
\]

The divergence terms consist only of time and angular derivatives which are exactly those coming from lemma 2.4. Thus, we may multiply the equation by \( \Delta^2 r^{-2}(r^2 + a^4)^{-1} \) and move this factor inside the divergence term. The terms from the angular derivatives are smooth, and the terms from the time derivative are then of the form

\[
M \frac{\Delta^2}{r^2(r^2 + a^2)} \partial_t ((\partial_\tau \partial_\tau \psi)(\mathcal{D}\partial_\tau \psi)).
\]

Thus, we only need to control contributions from these terms when they appear as boundary terms on hypersurfaces of constant \( t \). They are controlled by

\[
M \frac{\Delta^2}{r^2(r^2 + a^2)} |\partial_t \partial_\tau \psi||\mathcal{D}\partial_\tau \psi| \lesssim M \frac{\Delta^2}{r^2(r^2 + a^2)} |\partial_t \partial_\tau \psi| \sum_\alpha |S_\alpha \partial_\tau \psi|.
\]  

(3.7)

Thus,

\[
\mathcal{A}_{\text{IIa}}(S_\alpha \partial_\tau \psi)(S_\alpha \partial_\tau \psi) \geq M \frac{\Delta^2}{r^2(r^2 + a^2)} |\partial_t \psi|_{\epsilon_\alpha^2}^2
- C \frac{\Delta^2}{r^2(r^2 + a^2)} (|a||\partial_\tau \psi|_2^2 + \epsilon_\alpha^2|\partial_\tau \psi|_{2,a^2}^2 + \epsilon_\alpha^2|\partial_\tau \psi|_{2,1}^2)
+ \frac{1}{\mu} \partial_\alpha (\mu B_{\text{IIIa}}|\psi|^\alpha)
\]

with \( B_{\text{IIIa}} \) satisfying the properties given in the statement of this lemma.
Step 3: The $\mathcal{V}$ term. By direct computation, the $\mathcal{V}$ term is given by

$$\mathcal{V}_a S_a = \frac{1}{4} \partial_r \Delta \partial_t q^a S_a$$

$$= \left( \frac{1}{6} (9Mr^{-2} - 46M^2r^{-3} + 54M^3r^{-4} + aO(r^{-4})) \right) \partial_t^2$$
$$+ aO(r^{-4})\partial_\phi \partial_t$$
$$+ \left( \frac{1}{6} (9Mr^{-2} - 46M^2r^{-3} + 54M^3r^{-4} + aO(r^{-4}) + \epsilon_\phi \partial_t O(r^{-4})) \right) Q$$
$$+ \left( \frac{1}{6} (9Mr^{-2} - 46M^2r^{-3} + 54M^3r^{-4} + aO(r^{-4}) + \epsilon_\phi \partial_t O(r^{-4})) \right) \partial_\phi^2,$$

where we have used $O(r^{-4})\mathcal{S}_2$ to denote terms of the form $O(r^{-4})S_a$ with $S_a \in \mathcal{S}_2$.

Applying the estimate in lemma 2.4, we find

$$\mathcal{V}_{ab}(S_a)\psi(S_b)\psi = \frac{1}{6} (9Mr^{-2} - 46M^2r^{-3} + 54M^3r^{-4})(\mathcal{L}_{\epsilon_\phi^2} \psi)(\mathcal{L}\psi)$$
$$+ O(r^{-2})(|a||\psi|^2_{\Delta} + \epsilon_\phi^2 |\psi|^2_{\Delta}\mathcal{S})$$
$$\geq \frac{1}{6} (9Mr^{-2} - 46M^2r^{-3} + 54M^3r^{-4})|\psi|^2_{\Delta}$$
$$+ O(r^{-2})(|a||\psi|^2_{\Delta} + \epsilon_\phi^2 |\psi|^2_{\Delta}\mathcal{S})$$
$$+ O(r^{-2}) \frac{1 + \epsilon_\phi^2}{\mu} \partial_\phi (\mu B \mathcal{S}[\psi]^a).$$

Again, the divergence terms come from the application of lemma 2.4, so that there is no radial derivative, the terms from the angular derivatives are smooth, and the terms from the time derivative give a contribution of the form

$$\frac{C}{r^2} |\partial_t \psi| |\Delta \psi| \leq \frac{C}{r^2} |\partial_t \psi| \sum_a |S_a \psi|.$$  \hfill (3.8)

The time and angular derivative terms arising in this step and the previous one are combined into $B_{A,II}$ and are controlled by \((3.7) - (3.8).\)

Lemma 3.11 (Controlling the boundary terms). If $\psi$ is sufficiently smooth, satisfies $\Box \psi = 0$, and has initial data which decays sufficiently rapidly at infinity, then

$$|E_A[\psi]| + \int_{\mathcal{S}_t} B_{A,I}^2 d\eta_0 + \int_{\mathcal{S}_t} B_{A,II}^2 d\eta_0 \leq CE_\chi[\psi],$$

and

$$\lim_{r \to r_+} P_A[\psi]^r = 0$$
$$\lim_{r \to r_+} |P_A[\psi]|^r = 0.$$

Here, by “sufficiently rapidly”, we mean that the $T_\chi$ energies of $\psi$, $S_1 \psi$, and $S_2 \psi$ are convergent integrals and that $\psi$ goes to zero as $r \to \infty$.

(For the decay hypothesis, it is sufficient that $\lim_{r \to \infty} \psi = 0$, $\lim_{r \to \infty} r \partial_r \psi = 0$, $\lim_{r \to \infty} r \partial_t \psi = 0$, and the same estimates hold for $S_1 \psi$ and $S_2 \psi$. The convergence of the energies implies that these limits are valid, at least along a subsequence.)
Proof. We begin by noting that, from the simple Hardy estimate
\[ \int_0^\infty |\psi|^2 dx \lesssim \int_0^\infty x^2 |\partial_x \psi|^2 dx, \tag{3.9} \]
with \( x = r - r_+ \), one finds \( \int_{\Sigma_t} |\psi|^2 d^3 \mu \) by \( E_{T_x}(t) \). We will refer to this as the basic Hardy estimate. We use \( S_2 \psi \) to denote a term which can be bounded in absolute value by \( |S_2 \psi| \).

By direct computation,
\[ E_A = - \int_{\Sigma_t} (P_A) \Delta \Pi \frac{d^3 \mu}{\Delta}, \]
\[ |E_A| \leq C \int_{\Sigma_t} \left( |T_\perp S_2 \psi| |F^{2b}| |\partial_\perp S_2 \psi| \frac{\Pi}{\Delta} + |T_\perp S_2 \psi| |q^{2b}| |S_2 \psi| \frac{\Pi}{\Delta} \right) d^3 \mu \]
\[ \leq C \int_{\Sigma_t} \left( \frac{\Pi}{\Delta} |T_\perp S_2 \psi|^2 + \frac{\Pi}{\Delta} |F^{2b}|^2 |\partial_\perp S_2 \psi|^2 + \frac{\Pi}{\Delta} |q^{2b}|^2 |S_2 \psi|^2 \right) d^3 \mu. \]

Since \( \Pi/\Delta \), \((r^2 + a^2)^2/\Delta\), and \( r^4/\Delta \) are all uniformly equivalent, since \( F^{2b} \) is bounded by a multiple of \( \Delta r^{-2} \), and since \( |q^{2b}| \) is bounded by a multiple of \( \Delta r^{-3} \), it follows from estimate (3.1) that \( |E_A| \leq CE_{T_x,3} \).

Using that \( d\eta_\alpha = -\Sigma dt \sigma d^3 \mu \), and that each \( U^{ab} = O(r^{-1}) \), it follows that
\[ \left\| \int_{\Sigma_t} B_{A,1}^a d\eta_\alpha \right\| \leq \int_{\Sigma_t} \left| U^{ab} L^a - U^{ab} \Pi \right| |S_2 \psi| |S_2 \psi| d^3 \mu \]
\[ \leq C \int_{\Sigma_t} r^{-1} |S_2 \psi| |T_\perp S_2 \psi| d^3 \mu \]
\[ \leq CE_{T_x,3}. \]

Similarly, since the \( t \) component of the second boundary term was partially estimated in the statement of lemma 3.9, it follows that
\[ \left\| \int_{\Sigma_t} B_{A,1}^a d\eta_\alpha \right\| \]
\[ \leq C \int_{\Sigma_t} \left( O((\Delta/r^2)^2,1) |\partial_\perp \psi| |\partial_\perp S_2 \psi| + O(r^{-2}) |\partial_\perp \psi| |S_2 \psi| \right) d^3 \mu \]
\[ \leq C \int_{\Sigma_t} \left( O((\Delta/r^2)^2,1) \left( |\partial_\perp S_2 \psi|^2 + |\partial_\perp \partial_\perp \psi| \right) + O(r^{-2}) \left( |S_2 \psi|^2 + |\partial_\perp \psi| \right) \right) d^3 \mu \]
\[ \leq CE_{T_x,3}. \]

The limits at \( r_+ \) and \( \infty \) are easily evaluated. The radial component of the momentum consists of bounded functions times a power of \( \Delta \), so they vanish at \( r_+ \). For \( r \) large, from the calculation at the start of this proof, we know that \( |P_\Delta [\psi]| \lesssim O(r^2) |\partial_\perp S_2 \psi|^2 + |S_2 \psi|^2 \). Since solutions of the wave equation have finite speed of propagation, if the initial data falls off sufficiently rapidly, then so will the solution at any later time, hence \( |P_\Delta [\psi]| \) will tend to zero as \( r \to \infty \). \( \square \)

Note that it is not necessary to estimate the limits of the radial components of boundary terms, \( B_{A,1}^a \) and \( B_{A,1}^a \), since these components are identically zero.

3.5. The Hardy estimate. In (3.6), the coefficient of \( |\psi|^2_{2,\epsilon,\overline{\epsilon}^2} \) is positive except in a compact range of \( r \) values. The purpose of this section is to prove a Hardy estimate which allows us to get a globally positive coefficient for \( |\psi|^2_{2,\epsilon,\overline{\epsilon}^2} \) by using the positivity of the term involving \( |\partial_\perp \psi|^2_{2,\epsilon,\overline{\epsilon}^2} \). The proof is a bit technical and can be omitted it on a first reading, since the proof is independent of the rest of the Morawetz estimate.
Lemma 3.12. There exist positive \( \bar{a} \) and \( \epsilon_{\text{Hardy}} \) such that if \( |a| \leq \bar{a} \), then for any smooth function \( \phi \) on \( [r_+, \infty) \times S^2 \) which is bounded on \( [r_+, \infty) \),
\[
\int_{r_+}^{\infty} \left( \frac{\Delta^2}{r^2(r^2 + a^2)} (\partial_r \phi)^2 + \frac{1}{6} \frac{9r^2 - 46Mr + 54M^2}{r^4} \phi^2 \right) dr \\
\geq \epsilon_{\text{Hardy}} \int_{r_+}^{\infty} \frac{\Delta^2}{r^2(r^2 + a^2)} (\partial_r \phi)^2 + \frac{1}{r^2} \phi^2 dr.
\]

Proof. The proof consists of several parts. The early parts of this proof follow the method of \cite{7}. First, we will demonstrate that it is sufficient to find a positive solution to an associated ODE (ordinary differential equation). Second, we rewrite the estimate and ODE in terms of a new function, \( \phi \). Third, we will construct an explicit solution for the new ODE when \( a = 0 \) and \( \epsilon_{\text{Hardy}} = 0 \). Fourth, we will argue that the construction of the explicit solution can be perturbed to cover nonzero \( a \) and \( \epsilon_{\text{Hardy}} \), which will give a perturbed estimate for \( \phi \). Fifth, we will show that this gives the estimate for the original function \( \phi \). Finally, we will show that boundary conditions for the ODE do not place restrictions on the function \( \phi \).

Step 1: Find a positive solution to the associated ODE. We wish to show that if, for smooth, nonnegative \( A \) and smooth \( V \), the ODE
\[
- \partial_r Au + V u = 0,
\]
has a smooth, positive solution \( u \) on \( [r_0, \infty] \), then for any smooth function \( \phi \) on \( [r_0, \infty] \), there is the estimate
\[
\int_{r_0}^{\infty} A(\partial_r \phi)^2 + V \phi^2 dr \geq 0,
\]
as long as
\[
\phi^2 A \frac{\partial_r u}{u}
\]
vanishes at \( r_0 \) and \( \infty \). Recall that a function is smooth on a closed interval if it is smooth on the interior and all derivatives have a limit at the boundary.

Since \( u \) is positive, for any smooth \( \phi \), we can define \( f = \phi/u \). From integration by parts,
\[
\int_{r_0}^{\infty} A(\partial_r \phi)^2 + V \phi^2 dr - [Au(\partial_r (uf))]_{r_0}^{\infty} = \int_{r_0}^{\infty} uf^2 (-\partial_r Au + Vu) dr \\
+ \int_{r_0}^{\infty} u^2 A(\partial_r f)^2 dr - [u^2 A f(\partial_r f)]_{r_0}^{\infty}.
\]
Since \( u \) satisfies the ODE \(-\partial_r Au + Vu = 0\), the first term on the right is zero. Cancelling the boundary terms on the right from those on the left leaves the estimate
\[
\int_{r_0}^{\infty} A(\partial_r \phi)^2 + V \phi^2 dr = \int_{r_0}^{\infty} u^2 A(\partial_r f)^2 dr + [f^2 Au(\partial_r u)]_{r_0}^{\infty}.
\]
The boundary term vanishes under condition (3.12), and the integrand on the right is nonnegative, since \( \phi = fu \). Therefore,
\[
\int_{r_0}^{\infty} A(\partial_r \phi)^2 + V \phi^2 dr \geq 0.
\]

Step 2: Simplify the estimate to eliminate one of the coefficients. For the rest of this proof, we will take
\[
A = \frac{\Delta^2}{r^2(r^2 + a^2)}.
\]
We will consider the function

\[ \varphi = A^{1/2} \phi. \]

Since \( A^{1/2} \) is smooth on \([r_+, \infty)\) and vanishes linearly at \( r_+ \), the new function \( \varphi \) is also smooth and vanishes at least linearly at \( r_+ \). Its derivative satisfies

\[ \partial_r \varphi = \frac{1}{A^{1/2}} (\partial_r \phi) - \frac{1}{2} \frac{\partial_r A}{A^{3/2}} \varphi. \]

Therefore, the left-hand side of (3.11) is given by

\[
\int_{r_+}^\infty (\partial_r \varphi)^2 + \left( \frac{V}{A} + \frac{1}{2} \frac{\partial^2 A}{A} - \frac{1}{4} \frac{(\partial_r A)^2}{A^2} \right) \varphi^2 \, dr - \left[ \frac{1}{2} \frac{\partial_r A}{A} \varphi^2 \right]_{r_+}^\infty.
\]

If the original function \( \phi \) is bounded, then the boundary term in this equality vanishes. The estimate that we shall prove in the subsequent steps of this proof is, for some \( \epsilon_{\text{Hardy},1} > 0 \),

\[
\int_{r_+}^\infty (\partial_r \varphi)^2 + \left( \frac{V}{A} + \frac{1}{2} \frac{\partial^2 A}{A} - \frac{1}{4} \frac{(\partial_r A)^2}{A^2} \right) \varphi^2 \, dr \geq \epsilon_{\text{Hardy},1} \int_{r_+}^\infty \frac{1}{A^2} \varphi^2 \, dr \quad (3.13)
\]

If \( \varphi \) satisfies this, then, by multiplying this estimate by \( 1 - \epsilon_{\text{Hardy},2} \), we find

\[
\int_{r_+}^\infty (\partial_r \varphi)^2 + \left( \frac{V}{A} + \frac{1}{2} \frac{\partial^2 A}{A} - \frac{1}{4} \frac{(\partial_r A)^2}{A^2} \right) \varphi^2 \, dr \\
\geq \int_{r_+}^\infty \epsilon_{\text{Hardy},2} (\partial_r \varphi)^2 \\
+ \left( \epsilon_{\text{Hardy},2} \left( \frac{V}{A} + \frac{1}{2} \frac{\partial^2 A}{A} - \frac{1}{4} \frac{(\partial_r A)^2}{A^2} \right) \varphi^2 + (1 - \epsilon_{\text{Hardy},2}) \epsilon_{\text{Hardy},1} \frac{1}{A^2} \varphi^2 \right) \, dr.
\]

By taking \( \epsilon_{\text{Hardy},2} > 0 \) sufficiently small and substituting back for \( \phi \), we can conclude inequality (3.10) holds.

**Step 3: Construction of the explicit solution for** \( a = 0 \) and \( \epsilon_{\text{Hardy}} = 0 \).

Following the arguments in the first section, we could prove the desired estimate (for \( a = 0 \) and \( \epsilon_{\text{Hardy}} = 0 \)) by finding a positive solution to

\[ -\partial_r A \partial_r u + V u = 0 \quad (3.14) \]

with

\[
A = \left( \frac{r^2 - 2Mr}{r^4} \right)^2,
\]

\[
V = \frac{1}{6} \frac{9r^2 - 46Mr + 54M^2}{r^4}
\]

on the interval \([2M, \infty)\). However, by using the argument in the previous section, it is easier to use the transformed function

\[
v = A^{1/2} u = \left( \frac{(r^2 - 2Mr)^2}{r^4} \right)^{1/2} u, \quad (3.15)
\]

\[
x = r - 2M, \quad (3.16)
\]
and to solve the ODE \[3.14\]
\[-\partial_t^2 v + Wv = 0,\]  
\[W = \frac{V}{A} + \frac{1}{2} \frac{\partial^2 A}{A} - \frac{1}{4} \frac{(\partial_x A)^2}{A^2} = \frac{9x^2 - 34Mx - 2M^2}{6x^2(x + 2M)^2}\] (3.18)
on the interval \(x \in [0, \infty)\).

We first note the following properties of hypergeometric functions \[1, 23\]. The hypergeometric function is typically written with parameters \(F(a, b; c; z)\). This is also referred to as Gauss’s hypergeometric function \(_2F_1(a, b; c; z)\), but we will not use this notation. It should be clear in all cases whether \(a\) refers to the first parameter of the hypergeometric function or to the angular momentum parameter of the Kerr spacetime. The hypergeometric function \(F(a, b; c; z)\) has the following integral representation for \(a < 0 < b < c\) and \(z \not\in [1, \infty)\)
\[F(a, b; c; z) = \frac{\Gamma(c)}{\Gamma(a)\Gamma(b)} \int_0^1 t^{b-1}(1-t)^{c-b-1}(1-tz)^{-a}dt.\] (3.19)
It is not obvious from this representation, but it is true, that \(F\) is symmetric in its first two arguments, \(F(a, b; c; z) = F(b, a; c; z)\). There are a vast number of further relations. The hypergeometric differential equation is
\[z(1-z)\frac{d^2w}{dz^2} + [c - (a + b + 1)z] \frac{dw}{dz} - abw = 0.\] (3.20)
A pair of solutions to this equation is
\[F(a, b; c; z),\]
\[z^{1-c}F(a - c + 1, b - c + 1; 2 - c; z).\]

Returning to the ODE arising from the Hardy estimate, we introduce the parameters \(\alpha, \beta,\) and \(d\) (to be chosen later), and the further substitution
\[v = x^\alpha(x + d)^\beta \tilde{v}.\] (3.21)
The ODE now becomes
\[v'' = (\alpha(\alpha - 1)x^{\alpha - 2}(x + 2)\beta + 2\alpha\beta x^{\alpha - 1}(x + d)^{\beta - 1} + \beta(\beta - 1)x^\alpha(x + d)^{\beta - 2}) \tilde{v} + 2\left(\alpha x^{\alpha - 1}(x + d)^\beta + 2\alpha\beta x(x + d)^{\beta - 1}\right) \tilde{v}',\]
\[x^{\alpha - 2}(x + d)^{\beta - 2}P,\]
\[0 = -v'' + Wv = x^\alpha(x + d)^\beta \tilde{v}'',\]
\[-2x(x + d)((\alpha + \beta)x + ad)\tilde{v}' + \left(-\alpha(\alpha - 1)(x + d)^2 + 2\alpha\beta x(x + d) + \beta(\beta - 1)x^2\right) + \frac{9x^2 - 34Mx - 2M^2}{6x^2(x + 2M)^2} x^2(x + d)^2\tilde{v}.\] (3.23)
We conclude from (3.22), that \(P = 0\). If we choose
\[d = 2M,\] (3.24)
then the rational function in the last term on the right reduces to a polynomial.
The coefficient of \(\tilde{v}''\) is \(x^2(x + d)^2\), of \(\tilde{v}'\) is \(x(x + d)\) times a linear function, and of \(\tilde{v}\) a quadratic. If we choose the parameters \(\alpha\) and \(\beta\) so that the coefficient of
\(\tilde{v}\) is a constant multiple of \(x(x + d)\), then an over all factor of \(x(x + d)\) can be dropped, leaving the coefficients of \(\tilde{v}''\), \(\tilde{v}'\), and \(\tilde{v}\) as \(x(x + d)\), a linear function, and a constant respectively. The substitution \(z = -x/d\), then transforms the equation to the hypergeometric differential equation. Our goal is to show that such choices of \(\alpha\) and \(\beta\) can be made.

It is now merely a matter of checking by direct calculation that this can be done. The coefficient of \(\tilde{v}\) is

\[-\alpha(\alpha - 1)(x^2 + 2xd + d^2) - 2\alpha\beta(x^2 + dx) - \beta(\beta - 1)x^2 + (3/2)x^2 - (17/3)Mx - M^2/3. \tag{3.25}\]

In this coefficient, we set the constant order term to zero

\[-\alpha(\alpha - 1)d^2 - M^2/3 = 0,\]

\[\alpha = \frac{1}{2} \pm \frac{\sqrt{6}}{6}.\]

Fortunately, the term \(\alpha\beta(x^2 + dx)\) is already a multiple of \(x^2 + dx\), so we may ignore it when trying to get the coefficient of \(\tilde{v}\) to be a multiple of \(x^2 + dx\). We set the ratios of the remaining coefficients of \(x^2\) and of \(x\) in (3.25) to be \(d\), so that the polynomial \(x^2\) becomes a multiple of \(x(x + d)\). This condition on the ratio yields

\[d\left((3/2) - \alpha(\alpha - 1) - \beta(\beta - 1)\right) = -2d\alpha(\alpha - 1) - (17/3)M.\]

We can substitute \(-\alpha(\alpha - 1) = 1/12\) to get

\[2((3/2) + (1/12) - \beta(\beta - 1)) = (1/3) - (17/3),\]

\[\beta = \frac{1}{2} \pm \frac{3\sqrt{2}}{2}.\]

The four choices of sign provide four choices of simplified equations to study. For simplicity, we will consider only the equation arising from taking the + sign in \(\alpha\) and the − sign in \(\beta\).

We are left with the differential equation for \(\tilde{v}\)

\[x(x + 2)\tilde{v}'' - 2((1 + \sqrt{6}/6 + 3\sqrt{2}/2)x + 1 + \sqrt{6}/3)\tilde{v}' + (19/6 - 3\sqrt{2}/2 + \sqrt{6}/6 - \sqrt{3})\tilde{v} = 0,\]

Making the substitutions \(z = -x/d\) and \(\tilde{\psi}(z) = \tilde{v}(x)\) gives

\[z(1 - z)\tilde{\psi}'' + \left((1 + \sqrt{6}/3) - (2 - 3\sqrt{2} + \sqrt{6}/3)z\right)\tilde{\psi}' + \left(-19/6 + 3\sqrt{2}/2 + \sqrt{3} - \sqrt{6}/6\right)\tilde{\psi} = 0. \tag{3.26}\]

Thus we have a hypergeometric differential equation, with solution \(\tilde{v} = F(a, b; c, -x/d)\). We can immediately read off some quantities in terms of the hypergeometric parameters

\[c = 1 + \sqrt{6}/3, \tag{3.27}\]

\[-a - b - 1 = -2 + 3\sqrt{2} - \sqrt{6}/3,\]

\[-ab = -19/6 + 3\sqrt{2}/2 + \sqrt{3} - \sqrt{6}/6.\]

We can now solve for the remaining two parameters

\[\{a, b\} = \left\{\frac{1}{2} - \frac{3}{2} \sqrt{2} + \frac{\sqrt{6}}{6} \pm \frac{1}{2} \sqrt{7}\right\}. \tag{3.28}\]

\(^5\text{This choice simplifies some expressions in the rest of this argument.}\)
We will make the choice $a < b$ so that

$$a < -2.5 < 0 < .1 < b < .2 < 1.8 < c.$$  

In particular

$$a < 0 < b < c.$$  

Thus, the integral representation (3.19) holds. Dividing by $\Gamma(c)/\Gamma(a)\Gamma(b)$, we find that $\tilde{\psi}(z)$ is positive when $z \leq 0$. This means that $\tilde{\psi}$ is positive when $x \geq 0$, $\nu$ is also positive when $x \geq 0$, and $\nu$ is positive when $r > 2M$.

**Step 4: The perturbed estimate for $v$.** In this step, we will prove that there are $0 < \bar{a}_{\text{Hardy},3}$ and $0 < \epsilon_{\text{Hardy},3}$ such that for $|a| \leq \bar{a}_{\text{Hardy},3}$ and all suitable $\varphi$,

$$\int_0^\infty |\partial_r \varphi|^2 + \bar{W} \varphi^2 dx \geq 0,$$

for

$$\bar{W} = \frac{9x^2 - 34Mx - 2M^2}{6x^2(x + d)^2} - \epsilon_{\text{Hardy},3} (M + x)^2 \frac{(M + x)^2}{x^2(x + d)^2},$$

$$d = r_+ - r_-$$

$$r_- = M - \sqrt{M^2 - a^2}.$$

This potential is of the form

$$\bar{W} = \frac{C_1x^2 + C_2x + C_3}{C_4x^2(x + d)^2},$$

with the coefficients $C_1, \ldots, C_4$, and $d$ perturbed from their original values in equation (3.18).

From the argument in step 1, it is sufficient to find a positive solution to the associated ODE (3.17),

$$-\partial_r^2 v + \bar{W} v = 0,$$

with the perturbed potential $\bar{W}$. The analysis in step 3 found an explicit, positive solution for $x \in [0, \infty)$ for the parameter values dictated by the potential in equation (3.18). This step shows that the previous analysis also applies when the coefficients are perturbed.

The previous analysis began by making the definition of $\tilde{\psi}$ in equation (3.21), in terms of the parameters $\alpha$ and $\beta$. The analysis then proceeded by choosing values for $\alpha$ and $\beta$ by solving quadratic equations coming from the coefficient in formula (3.25), which lead to the new ODE (3.26). This ODE could be solved explicitly in terms of a hypergeometric function by solving linear and quadratic equations for the nonzero quantities $a$, $b$, and $c$. Since the coefficients in formula (3.25) depend continuously on the parameters $C_1$, $C_2$, $C_3$, $C_4$, and $d$ in the potential; since the coefficients in the ODE (3.26) depend continuously on $\alpha$, $\beta$, and the coefficients in the potential; since all the quadratic equations involved had distinct, real roots; and since solutions to linear and quadratic equations depend continuously on the coefficients; it follows that positive solutions to the ODEs (3.17) and (3.26) can be found explicitly in terms of hypergeometric functions with parameters $a$, $b$, and $c$ depending continuously on the parameters in $\bar{W}$, at least when those parameter values are sufficiently close to the values given in equation (3.18). Similarly, when the perturbation of the parameter values in the potential $\bar{W}$ is sufficiently small, then the hypergeometric parameters maintain their order $a < 0 < b < c$. This gives the existence of positive $\bar{a}_{\text{Hardy},3}$ and $\epsilon_{\text{Hardy},3}$ which give the desired estimate for this step.
Step 5: The perturbed estimate for the original function $\phi$. In the previous step, a particular type of perturbation of the potential was considered. In this step, we show that such perturbations are sufficient to control the type of perturbation appearing in our problem.

From the argument in step 2, we wish to prove that there exist $0 < \bar{a}$ and $0 < \tilde{\epsilon}_{\text{Hardy}}$ such that for $0 \leq |a| < \bar{a}$ and suitable $\varphi$ estimate (3.13) holds, e.g. 

$$\int_{r_+}^{\infty} (\partial_r \varphi)^2 + \left( \frac{V}{A} + \frac{1}{2} \frac{\partial_2^2 A}{A} - \frac{1}{4} \frac{(\partial_r A)^2}{A^2} \right) \varphi^2 \, dr \geq \tilde{\epsilon}_{\text{Hardy}} \int_{r_+}^{\infty} \frac{1}{A r^2} \varphi^2 \, dr,$$

with

$$A = \frac{\Delta^2}{r^2(r^2 + a^2)},$$

$$V = \frac{1}{6} \frac{9r^2 - 46M^2 + 54M}{r^4}.$$

To simplify the following calculations, we introduce a new rotation parameter \(\tilde{a} = M - \sqrt{M^2 - a^2}\).

When $\tilde{a}$ is treated as a function of $|a|$ with $M$ fixed, this is a continuous, increasing function on the interval $[0, M]$, which maps the interval $[0, M]$ to $[0, M]$. In addition, since the quantities which appear in our estimate (such as $\Delta$ and $r^2 + \tilde{a}^2$) only have a quadratic dependence on $a$, and since $a^2$ can be solved for as a quadratic expression in $\tilde{a}$, it follows that the quantities $A$ and $V$ are rational functions in $(r, M, \tilde{a})$.

The new radial coordinate, analogous to the one defined in (3.16), is now defined to be

$$x = r - r_+ = r - (2M - 2\tilde{a}).$$

Since $r$ can be expressed as a linear function of $(x, M, \tilde{a})$, the quantities $A$ and $V$ are rational functions in $(x, M, \tilde{a})$.

The quantity

$$W = \frac{V}{A} + \frac{1}{2} \frac{\partial_2^2 A}{A} - \frac{1}{4} \frac{(\partial_r A)^2}{A^2}$$

is rational in $(x, M, \tilde{a})$; has degree, with respect to $x$, two lower in the numerator than in the denominator; has singularities in $x \in [-d, \infty)$ only at $x \in \{0, -d\}$ for fixed $M$ and $\tilde{a}$; these are of order at most two; and, for sufficiently small $\tilde{a}$, has no singularities in $\tilde{a}$ for fixed $x > 0$ and $M$. Thus, we may expand it as

$$W = \frac{1}{\Delta^2} \frac{P_0 + \tilde{a} P_\succ}{Q_0 + \tilde{a} Q_\succ},$$

where the functions $P_0$ and $Q_0$ are polynomials in $(x, M)$, the functions $P_\succ$ and $Q_\succ$ are polynomials in $(x, M, \tilde{a})$, and $Q_0$ and $Q_\succ + \tilde{a} Q_\succ$ have no roots in $x \in [-d, \infty)$. Since $P_0/Q_0$ is determined explicitly by equation (3.18), it follows that

$$W = \frac{1}{\Delta^2} \frac{P_0}{Q_0} = \frac{\tilde{a}}{\Delta^2} \frac{P_\succ Q_0 - P_0 Q_\succ}{Q_0 (Q_0 + \tilde{a} Q_\succ)}$$

must decay like $r^{-2}$ as $r \to \infty$ for fixed $\tilde{a}$ and $M$ and has no singularities in $[-d, \infty)$ except for those coming from $\Delta^{-2}$. Since this is a rational function, there is a constant $C$ such that

$$\left| W - \frac{1}{\Delta^2} \frac{P_0}{Q_0} \right| \leq \tilde{a} C \frac{(M + x)^2}{\Delta^2}.$$
Thus, there are sufficiently small \( \bar{a} \) and \( \epsilon_{\text{Hardy},1} \) such that for \( 0 \leq |a| < \bar{a} \)

\[
W - \epsilon_{\text{Hardy},1} \frac{1}{A r^2} > \tilde{W},
\]

with \( \tilde{W} \) as in equation (3.29). The smallness of \( \bar{a} \) and \( \epsilon_{\text{Hardy},1} \) is determined by the smallness of \( a_{\text{Hardy},3} \) and \( \epsilon_{\text{Hardy},3} \). These then give \( \bar{a} \) and \( \epsilon_{\text{Hardy}} \) for which the desired estimate holds.

**Step 6: Controlling the boundary terms.** Since the argument from step 1 was applied to the function \( \phi \), the boundary condition which must be imposed for this argument to hold is that

\[
\varphi^2 \frac{\partial_t v}{v}
\]

vanishes at \( r_+ \) and at \( \infty \). Since the positive solution to the ODE is given by

\[
v(r) = x^a (x + d)^b \bar{v} = x^a (x + d)^b F(a, b; c; -z/d)
\]

and the hypergeometric function is analytic (in its fourth argument) near zero, the ratio \( \partial_t v/v \) will diverge at most inverse linearly at \( r = r_+ \). Thus, it is sufficient that \( \varphi \) vanish linearly at \( r = r_+ \). Since \( \varphi = \Delta (r^2 + a^2)^{1/2} \bar{v} \), it is sufficient that \( \bar{v} \) be smooth near \( r_+ \).

To show the vanishing as \( x \to \infty \), we first note that from the form of the potential \( \bar{W} \) in the ODE, the solution \( v(r) \) will behave like a polynomial as \( r \to \infty \), so that \( \partial_t v/v \) will decay like a constant times \( 1/r \). Thus, it is sufficient that \( \varphi \) remains bounded at infinity. Since \( \varphi = \Delta (r^2 + a^2)^{1/2} \bar{v} \), it is sufficient that \( \bar{v} \) be bounded near \( \infty \).

Thus, to obtain the vanishing of \( \varphi^2 (\partial_t v)/v \) at both \( r_+ \) and \( \infty \), it is sufficient that \( \bar{v} \) be smooth and bounded on \( [r_+, \infty) \).

### 3.6. Integrating the Morawetz estimate.

**Lemma 3.13.** There are positive constants \( \bar{a}, \bar{r}, C_1, \) and \( C_2 \) such that, for all \( |a| \leq \bar{a} \) and all smooth \( \psi \) solving the wave equation \( \Box \psi = 0 \), the estimate

\[
C_1 (E_{T_1}[S_2 \psi](T_2) + E_{T_1}[S_1 \psi](T_2) + E_{T_1}[S_2 \psi](T_1) + E_{T_1}[S_1 \psi](T_1))
\]

\[
\geq \int_{T_1}^{T_2} \int_{r_+}^{\infty} \int_{S^2} \left( \frac{\Delta^2}{r^4} \right) |\partial_t \psi|_{L_2}^2 + r^{-2} \psi|_{L_2}^2 + \frac{1}{r^{3M}} \psi|_{L_2}^2 \mu
\]

\[
-\alpha^2 C_2 \left( \int_{T_1}^{T_2} \int_{r_+}^{\infty} \int_{S^2} 1_{r \neq 3M} \frac{1}{r} \psi|_{L_2}^2 \mu \right)
\]

(3.30)

holds, where \( 1_{r \neq 3M} \) is identically one for \( |r - 3M| > \bar{r} \) and zero otherwise.

**Proof.** We integrate the result of lemma 3.9 over the coordinate slab \( (t, r, \theta, \phi) \in [T_1, T_2] \times (r_+, \infty) \times S^2 \), from which we get the integral of the right-hand side of estimate (3.6). From the Hardy estimate 3.10, the integral of the first two terms on the right-hand side of (3.6) dominates an absolute constant times

\[
\int_{T_1}^{T_2} \int_{S^2} \int_{r_+}^{\infty} \left( \frac{\Delta^2}{2} \psi|_{L_2}^2 + \frac{1}{r^2} \psi|_{L_2}^2 \right) d^4 \mu.
\]

By taking \( |a| \) sufficiently small relative to \( \epsilon_{\theta^2} \) and \( \epsilon_{\theta^2} \) sufficiently small relative to 1, these terms will also dominate the fourth and fifth terms, with a constant factor left over. Since \( \epsilon_{\theta^2} \) can be chosen independently of \( a \), the norms \( \psi|_{L_2}^2 \) can be replaced by \( \psi|_{L_2}^2 \) at the price of a fixed constant. The same is true for the norms of \( \partial_t \psi \).
The only term which we still need to estimate is the third,
\[ \int_{T_1} \int_{r_{+}}^{\infty} \int_{S^2} \frac{(r^2 + a^2)^4}{4r(3r^2 - a^2)} L^{\alpha\beta}(\partial_\alpha \bar{R}'\psi)(\partial_\beta \bar{R}'\psi) d^4 \mu. \]

The integrand can be estimated by
\[ \frac{(r^2 + a^2)^4}{4r(3r^2 - a^2)} L^{\alpha\beta}(\partial_\alpha \bar{R}'\psi)(\partial_\beta \bar{R}'\psi) \]
\[ \geq \frac{(r^2 + a^2)^4}{4r(3r^2 - a^2)} |T_1 \bar{R}'\psi|^2 \]
\[ \geq 1_{r \leq 3M} \frac{(r^2 + a^2)^4}{4r(3r^2 - a^2)} |T_1 \bar{R}'\psi|^2 \]
\[ \geq C \frac{1_{r \leq 3M}}{r} |T_1 \ell_{r_{+}} \psi|^2 \]
\[ + 1_{r \leq 3M} O(r^{-5}) \epsilon_{\partial \mu}^2 (|T_1 Q\psi|^2 + |T_1 \partial_\mu \bar{R}'\psi|^2 + a^2 |T_1 \partial_\mu \bar{R}'\psi|^2) \]
\[ + 1_{r \leq 3M} O(r^{-3})(|a_1 + \epsilon_{\partial T}^2 |T_1 S_2 \psi|^2. \]

Recall \( T_1 \) is the set defined in section 2.5 to consist of \( \partial_t \) and the rotations around the coordinate axes. To prove a lower bound on the first term in the integrand, we first commute \( T_1 \) derivatives through \( \ell_{r_{+}} \), and then apply estimate (2.6):
\[ |T_1 \ell_{r_{+}} \psi|^2 \geq |\ell_{r_{+}} T_1 \psi|^2 - a^2 |\psi|^2 \]
\[ \geq |\psi|^2 - a^2 |\psi|^2_{3,1} - a^2 |\psi|^2_{1} \geq 2 \epsilon_{\partial T} \frac{1}{\mu} \partial_\alpha (\mu B_{2,4} |T_1 \psi|^2) \]

To estimate the remaining terms, we note that
\[ \epsilon_{\partial T} (|T_1 Q\psi|^2 + |T_1 \partial_\mu \bar{R}'\psi|^2 + a^2 |T_1 \partial_\mu \bar{R}'\psi|^2) + (|a_1 + \epsilon_{\partial T}^2 |T_1 S_2 \psi|^2 \]
\[ \lesssim \epsilon_{\partial T} |a|^2 + \epsilon_{\partial T} |\partial_\mu \bar{R}'\psi|^2 + (\epsilon_{\partial T} a^2 + |a_1 + \epsilon_{\partial T}^2 |\partial_\mu \bar{R}'\psi|^2 \]
\[ + (\epsilon_{\partial T} a^2 + |a_1 + \epsilon_{\partial T}^2 |\partial_\mu \bar{R}'\psi|^2 + (\epsilon_{\partial T} + |a_1 + \epsilon_{\partial T}^2 |\bar{R}'\psi|^2. \]

These terms are dominated by \( |\psi|^2_{3,1} \) if we again impose the conditions that \( |a_1 \) is sufficiently small relative to \( \epsilon_{\partial T} \) and \( \epsilon_{\partial T} \) is sufficiently small relative to 1. These smallness conditions are consistent with the one made in the first paragraph of this proof. Thus,
\[ \frac{(r^2 + a^2)^4}{2r(3r^2 - a^2)} L^{\alpha\beta}(\partial_\alpha \bar{R}'\psi)(\partial_\beta \bar{R}'\psi) \geq 1_{r \leq 3M} r^{-1}|\psi|^2_{3,1} \epsilon_{\partial T} - C a^2 1_{r \leq 3M} r^{-1}|\psi|^2_{1} \]
\[ + 1_{r \leq 3M} O(r^{-1}) \frac{1}{\mu} \partial_\alpha (\mu B_{2,4} |T_1 \psi|). \]

Having chosen \( \epsilon_{\partial T} \), we can now make the estimate \( |\psi|^2_{3,1} \epsilon_{\partial T} \geq |\psi|^2_{3,1} \)

The time derivative generated in this part of the argument is
\[ \partial_t (1_{r \leq 3M} O(r^{-1}) (\partial_t T_1 \psi)(\Delta T_1 \psi)). \]

Thus, the contribution of this time derivative on the boundary of the region of integration is bounded by \( P_{T_1} [S_1 \psi]^2 + P_{T_1} [S_2 \psi]^2 \).

We must now control the integral of the momentum and the boundary terms over the boundary of the slab. All the angular derivative terms vanish, since \( S^2 \) has no boundary. Similarly, the boundary contributions along \( r = r_{+} \) and \( r \to \infty \) are zero by lemma 3.11. (Geometrically, one would expect this, since \( r = r_{+} \) is actually a two-dimensional surface, the bifurcation sphere, and not a three-dimensional hypersurface, so it should not contribute any boundary terms.)
We are left to estimate the integral of the momentum and the boundary terms over the hypersurfaces \( t = T_1 \) and \( t = T_2 \). From lemma 3.11, these are estimated, at fixed \( t \), by
\[
\left| \int_{\Sigma_t} \left( P_\alpha^A + B^A_{\alpha,1} + B^A_{\alpha,11} \right) \, d\eta_\alpha \right| \lesssim E_{T_1} \left[ S_2 \psi \right](t) + E_{T_1} \left[ \partial_t \psi \right](t).
\]

The previous lemma alone is insufficient, since it estimates only third derivatives, but the boundary terms involve both the second- and third-order energies. (Certain second-derivative terms are controlled, but these are not the important ones.) In the following lemma, we estimate the lower-order derivatives.

**Lemma 3.14.** There are positive constants \( \bar{a}, \epsilon, \partial_r^2 t, \bar{r}, \) and \( C \) such that for all \( |a| \leq \bar{a} \) and all smooth \( \psi \) solving the wave equation \( \Box \psi = 0 \), the estimate
\[
C \left( E_{T_2} \left[ \psi \right](T_2) + E_{T_1} \left[ \psi \right](T_1) \right)
\geq \int_{T_1}^{T_2} \int_{r_{+}}^{\infty} \int_{S^2} \left( \frac{\Delta^2}{r^4} |\partial_r \psi|^2 + r^{-2} |\psi|^2 + 1_{r \neq 3M} \frac{1}{r} (|\partial_r \psi|^2 + |\nabla \psi|^2) \right) \, d^4 \mu.
\]
holds, where \( 1_{r \neq 3M} \) is identically one for \( |r - 3M| > \bar{r} \) and zero otherwise.

**Proof.** The Morawetz estimate, lemma 3.13, controls the square integral of \( S_2 \psi \) and its first derivatives. To prove the current lemma, it is sufficient to estimate the corresponding integrals for \( \psi \) and \( S_1 \psi \).

To treat \( \psi \), we prove a Morawetz estimate using a classical, first-order vector field. The estimate is valid for axi-symmetric solutions; for nonaxial solutions, there are negative terms that can be controlled using lemma 3.13.

In constructing this classical first-order vector field, we must find scalar functions to play the roles of quantities previously constructed from second-order symmetry operators. In particular, the role of \( \tilde{R} \) is played by \( \Delta \), and the role of \( \tilde{R}' \) is played by a scalar function \( f \). Since \( \tilde{R}' = \partial_r \left( \frac{z}{\Delta} \tilde{R} \right) \), this leads to the slightly peculiar expression \( f = \partial_r \left( \frac{z}{\Delta} \Delta \right) \). Thus, the quantities required for the proof of a Morawetz estimate are
\[
\begin{align*}
f &= \partial_r \left( \frac{z}{\Delta} \Delta \right), \\
q_{\text{reduced}} &= \frac{1}{2} (\partial_r z) \, w f, \\
A &= z w f \partial_r, \\
q &= \frac{1}{2} (\partial_r A') - q_{\text{reduced}}.
\end{align*}
\]
Using the same sort of calculations as before, we can obtain the analogue of (3.5)
\[
\frac{1}{\mu} \partial_\alpha \left( \mu P^\alpha_{(A,q)} \right) = A (\partial_r \psi)^2 + U^{\alpha \beta} (\partial_\alpha \psi) (\partial_\beta \psi) + V |\psi|^2,
\]
with
\[
\begin{align*}
A &= \frac{1}{2} z^{1/2} \Delta^{3/2} \partial_r \left( w \frac{z^{1/2}}{\Delta^{1/2}} f \right), \\
U^{\alpha \beta} &= \frac{1}{2} w (\partial_r f) \tilde{R}^{\alpha \beta}, \\
V &= \frac{1}{4} \partial_r \Delta \partial_r (\partial_r w f).
\end{align*}
\]
Taking the same choices of $z$ and $w$ as before, we find
\[
A = \frac{1}{r^2 + a^2} \left( \frac{\Delta^2}{r^2} + |a|O(r^{-3}) + \epsilon \delta \epsilon O(r^{-2}) \right),
\]
\[
U^{\alpha \beta}(\partial_\alpha \psi)(\partial_\beta \psi) = \frac{1}{2} w f^2 Q^{\alpha \beta}(\partial_\alpha \psi)(\partial_\beta \psi)
+ \frac{1}{2} w (f^2 + a^2 O(r^{-8})) (\partial_\alpha \psi)^2
+ aw O(r^{-9})(\partial_\psi)(\partial_\phi \psi)
+ \frac{1}{2} w \epsilon \epsilon \beta \Delta \left( \frac{\Delta}{(r^2 + a^2)^2} \right)^2 \left( 1 - 2 \epsilon \delta \epsilon \Delta \left( \frac{\Delta}{(r^2 + a^2)^2} \right) \right) \partial_\psi)^2
\]
\[
V = \frac{6}{r^4} |19Mr^2 - 46M^2 r + 54M^3| + (a + \epsilon \delta \epsilon) O(r^{-4}).
\]
From the Hardy estimate, (3.10), it follows that
\[
\int_{r_*}^{\infty} A(\partial_\psi)^2 + V|\psi|^2 \, dr \gtrsim \int_{r_*}^{\infty} \left( \frac{\Delta^2}{r^2(r^2 + a^2)} |\partial_\psi|^2 + \frac{1}{r^2} |\psi|^2 \right) \, dr.
\]
We now analyse the $U^{\alpha \beta}(\partial_\alpha \psi)(\partial_\beta \psi)$ term. Let $r_{L_z=0}$ denote the value of $r$ which maximises $\Delta/(r^2 + a^2)^2$. In $U^{\alpha \beta}(\partial_\alpha \psi)(\partial_\beta \psi)$, the coefficients of $(\partial_\psi)^2$ and $(\partial_\psi)^2$ are nonnegative and vanish only at $r_{L_z=0}$. Since $f$ decays as $r^{-3}$ and is strictly positive at $r = r_{L_z}$, it follows that the coefficient of $(\partial_\psi)^2$ is positive except in a small $r$ neighbourhood of $r_{L_z=0}$. Similarly, outside a slightly larger $r$ neighbourhood of $r_{L_z=0}$, using the positivity of the coefficients of $(\partial_\psi)^2$ and $(\partial_\psi)^2$, the $(\partial_\psi)(\partial_\psi)$ term can be estimated by the Cauchy-Schwarz inequality, because of the small parameter $a$ and the faster decay rate.

Thus, it is sufficient to estimate the integral of $|a|(\partial_\psi)^2 + (\partial_\psi)(\partial_\psi)) O(r^{-2})$. Although this expression does not have a sign, we refer to it as the negative contribution in this argument. Integrating over the spherical coordinates, we have
\[
\int_{S^2} a((\partial_\psi)^2 + (\partial_\psi)(\partial_\psi)) \, d^2 \mu = - \int_{S^2} a((\partial_\psi)^2 + (\partial_\psi)(\partial_\psi)) \, d^2 \mu
\]
\[
\left| \int_{S^2} a((\partial_\psi)^2 + (\partial_\psi)(\partial_\psi)) \, d^2 \mu \right| \lesssim |a| \int_{S^2} |\psi|^2 \, d^2 \mu + |a| \int_{S^2} |\psi|^2 \, d^2 \mu.
\]
The first term on the right can be estimated by the contribution from $A(\partial_\psi)^2 + V(\psi)^2$. In the second term, the integrand can be dominated by $|\psi|^2$. Thus,
\[
\int_{T_1}^{T_2} \int_{r_*}^{\infty} \int_{S^2} \frac{1}{\mu} \left( \mu P_{(\alpha \beta)} \right) \, d^4 \mu 
\]
\[
\gtrsim \int_{T_1}^{T_2} \int_{r_*}^{\infty} \int_{S^2} \frac{\Delta^2}{r^2(r^2 + a^2)} |\partial_\psi|^2 + \frac{1}{r^2} |\psi|^2 + 1 \epsilon \delta \epsilon \Delta (|\partial_\psi|^2 + |\psi|^2) \, d^4 \mu
\]
\[
- |a| \int_{T_1}^{T_2} \int_{r_*}^{\infty} \int_{S^2} \frac{1}{r^2} |\psi|^2 \, d^4 \mu.
\]
We now treat $S_1 \psi$, by applying the same argument using a classical vector field. The only terms in $\mu^{-1} \partial_\alpha (\mu P_{(\alpha \beta)} |S_1 \psi|^2)$ that fail to be nonnegative are those we termed the negative contribution in the previous paragraph. These can be estimated by
\[
\left| \int_{S^2} a((\partial_\psi S_1)^2 + (\partial_\psi S_1)(\partial_\psi S_1)) \, d^2 \mu \right| \lesssim |a| \int_{S^2} |\psi|^2 \, d^2 \mu \lesssim |a| \int_{S^2} |\psi|^2 \, d^2 \mu.
\]
This can also be estimated by the second-order terms in lemma (3.32). Thus, the analogue of estimate (3.32) holds with $\psi$ replaced by $S_1 \psi$ on the left and in all
but the last term on the right. The last term on the right remains the integral of $|a||\psi|^2_{L^2} / r^2$.

We note that the sum of the homogeneous norms $|\psi|^2_{L^2} + |S_1\psi|^2 + |\psi|^2$ is uniformly equivalent to the inhomogeneous norm $|\psi|^2$. The same is obviously true with $\partial_t \psi$ or $\partial_t \psi$ replacing $\psi$. We also note that $|\psi|^2_{L^2} + |\nabla S_1\psi|^2 + |\nabla \psi|^2$ dominates $|\nabla \psi|^2$.

In analogy with the previous results in lemma 3.11, there is a constant and an upper bound on $a$ such that

$$|E_{(a,q)}[\psi]| \lesssim C E_{T_\chi}[\psi],$$

$$|E_{(a,q)}[S_1\psi]| \lesssim C E_{T_\chi}[\psi].$$

We can now sum the result of lemma 3.13, estimate (3.32), and its analogue for $S_1\psi$, and use the smallness of $\bar{a} \leq |a|$. From this, we obtain the desired result. □

3.7. Closing the argument. We are now able to show that the energy associated with $T_\chi$ is uniformly bounded by its value on the initial hypersurface. When $a = 0$, the energy is conserved. When $a \neq 0$, the energy is no longer conserved, but, in the following theorem, we show that the factor by which it can change vanishes linearly in $|a|$.

**Theorem 3.15.** There are positive constants $\bar{a}$ and $C$ such that if $|a| \leq \bar{a}$ and $\psi$ is a solution to the wave equation $\square \psi = 0$, then for all $t_2 \geq t_1 \geq 0$:

$$E_{T_\chi, a}[\psi](t_2) \leq (1 + C|a|) E_{T_\chi, a}[\psi](t_1).$$

**Proof.** By corollary 3.2

$$E_{T_\chi, a}[\psi](t_2) - E_{T_\chi, a}[\psi](t_1)$$

$$\leq |a| C \int_{[t_1, t_2] \times (r_+, \infty) \times S^2} 1_{\text{supp} \chi} (|\partial_t \psi|^2 + |\psi|^2) \, d^4 \mu.$$  

By the Morawetz estimate, lemma 3.14, for sufficiently small $a$, there is a constant $C'$ such that the integral of the third derivatives is controlled by the energies. Thus,

$$E_{T_\chi, a}[\psi](t_2) - E_{T_\chi, a}[\psi](t_1) \leq |a| C' \left( E_{T_\chi, a}[\psi](t_2) + E_{T_\chi, a}[\psi](t_1) \right).$$

Thus, for $a$ sufficiently small (by which we mean $|a| \leq \bar{a}$, with $\bar{a}$ defined to be the minimum of the bound on $a$ arising from lemma 3.14 and of the inverse of $C'$)

$$(1 - |a|C') E_{T_\chi, a}[\psi](t_2) \leq (1 + |a|C') E_{T_\chi, a}[\psi](t_1),$$

$$E_{T_\chi, a}[\psi](t_2) \leq \frac{1 + |a|C'}{1 - |a|C'} E_{T_\chi, a}[\psi](t_1).$$

Since, for sufficiently small $|a|$, the rational function $(1 + |a|C')/(1 - |a|C')$ is bounded above by $1 + C|\bar{a}|$ for some $C$, the desired result holds. □

Finally, we note that since $T_\chi$ and the symmetry operators are all $t$-translation invariant, the same is true for the set of quadratic forms they define on each hypersurface of constant $t$, $E_{T_\chi, a}$.

**Appendix A. Nondegenerate estimates using the Dafermos-Rodnianski red-shift vector field**

The estimate in theorem 1.2 and the energy, $E_{T_\chi}$, which is bounded in theorem 3.15 are degenerate in the sense that the integrands contain terms which vanish as $r \to r_+$. In this section, the degeneracy in the energy and decay estimates are removed through an application of the red-shift vector field, which was first used in this context in [17].

---

*We thank one of the referees for suggesting the removal of this degeneracy.*
In this section, Greek indices refer to the Kerr coordinates (called Kerr-star coordinates in section 2.5 of [11]) \((\bar{t}, \bar{r}, \bar{\theta}, \bar{\phi})\) given by
\[
\bar{t} = t + T(r), \quad \bar{r} = r, \quad \bar{\theta} = \theta, \quad \bar{\phi} = \phi + A(r),
\]
where
\[
T(r) = \int_{3M}^{r} \frac{x^2 + a^2}{x^2 - 2Mx + a^2} \, dx, \quad A(r) = \int_{3M}^{r} \frac{a}{x^2 - 2Mx + a^2} \, dx.
\]
These coordinates are adapted to the future event horizon, but a similar construction can be made to work in a neighbourhood of the past horizon. In these coordinates,
\[
\bar{\partial}_t = \partial_t, \quad \bar{\partial}_r = \partial_r + \frac{1}{\Delta} (r^2 + a^2) \partial_t + a \partial_{\phi}, \quad \bar{\partial}_{\theta} = \partial_{\theta}, \quad \bar{\partial}_{\phi} = \partial_{\phi},
\]
and the metric takes the form
\[
g_{tt} \bar{d}t^2 + 2g_{t\phi} \bar{d}t \bar{d}\phi + g_{\phi\phi} \bar{d}\phi^2 + \Sigma \bar{d}\theta^2 + 2\bar{d}r \bar{d}r - 2a \sin^2 \theta \bar{d}\theta \bar{d}\phi,
\]
where \(g_{tt}, \text{ etc.},\) refers to the metric in \((t, r, \theta, \phi)\) coordinates. In the \((\bar{t}, \bar{r}, \bar{\theta}, \bar{\phi})\) coordinates, the metric is not singular at \(r = r_+\). Because \(g_{t\phi} = 0\), the vector field \(\bar{\partial}_\phi\) is null. In these coordinates, the volume form is
\[
\Sigma \sin \theta \bar{d}r \bar{d}\theta \bar{d}\phi,
\]
and the wave equation becomes\(^8\)
\[
0 = \bar{\partial}_t \Delta \bar{\partial}_t \psi + \frac{1}{\sin^2 \theta} (\bar{\partial}_{\phi} \psi)^2 + 2a (\bar{\partial}_{\phi} \psi) (\bar{\partial}_t \psi) + a^2 \sin^2 \theta (\bar{\partial}_t \psi)^2.
\]
It is convenient to introduce
\[
\bar{Q}^{\alpha\beta}(\bar{\partial}_t \psi)(\bar{\partial}_\phi \psi) = (\bar{\partial}_t \psi)^2 + \frac{1}{\sin^2 \theta} (\bar{\partial}_{\phi} \psi)^2 + 2a (\bar{\partial}_{\phi} \psi) (\bar{\partial}_t \psi) + a^2 \sin^2 \theta (\bar{\partial}_t \psi)^2.
\]
The last three terms factor as \(2 (\sin \theta)^{-1} \bar{\partial}_{\phi} \psi + a \sin \theta \bar{\partial}_t \psi)^2\), so \(\bar{Q}^{\alpha\beta}(\bar{\partial}_t \psi)(\bar{\partial}_\phi \psi) \geq 0\).

The associated operator \(\mu^{-1} \bar{\partial}_t \bar{Q}^{\alpha\beta} \bar{\partial}_\phi \) is a linear combination of our previous hidden symmetries. The contravariant metric, after rescaling by \(\Sigma\), is
\[
\Sigma g^{\alpha\beta} = \Delta \bar{\partial}_t^2 \bar{\partial}_t^2 + 2(r^2 + a^2) \bar{\partial}_t^2 (\bar{\partial}_t \bar{\partial}_\phi) + 2a \bar{\partial}_t (\bar{\partial}_t \bar{\partial}_\phi) + \bar{Q}^{\alpha\beta}
\]
\[
= \Delta \bar{\partial}_t^2 \bar{\partial}_t^2 + 2(r^2 + a^2) \bar{\partial}_t^2 (\bar{\partial}_t \bar{\partial}_\phi) + 2a \left(1 - \frac{r^2 + a^2}{r_+^2 + a^2}\right) \bar{\partial}_t (\bar{\partial}_t \bar{\partial}_\phi) + \bar{Q}^{\alpha\beta},
\]
where \(\bar{T} = \bar{\partial}_t + \Omega_H \bar{\partial}_\phi\). Thus rescaling by \(\Sigma\) provides the same simplifications in the Kerr-star coordinates as those described in subsection [2.2] in the Boyer-Lindquist coordinates. The energy-momentum tensor, momentum density, and energy on a hypersurface are all covariant quantities, so they can be expressed in the \((\bar{t}, \bar{r}, \bar{\theta}, \bar{\phi})\) coordinate system.

In a neighbourhood of the horizon, it is convenient to work with surfaces of constant \(\bar{r} - \bar{\bar{t}}\). The hypersurfaces and regions defined in this paragraph are illustrated in figure 11. For \(|\bar{a}| \leq \bar{a}\), let \(\epsilon_{NH} = \epsilon_{NH} \) be a small multiple of \(M\) to be determined later in the argument and let the near-horizon radius be \(r_{NH} = r_+ + \epsilon_{NH}\). Define the hypersurfaces \(\Sigma_{r}\) as the union of the hypersurface \(\{\bar{t}, \bar{r}, \bar{\theta}, \bar{\phi}; \bar{r} \in [r_+, r_{NH}], \bar{r} - \bar{\bar{t}} = r_{NH} - \tau - T(r_{NH})}\) (in \((\bar{t}, \bar{r}, \bar{\theta}, \bar{\phi})\) coordinates) with the hypersurface \(\{t, r, \theta, \phi; r \geq r_{NH}, t = \tau\}\) (in \((t, r, \theta, \phi)\) coordinates). This family of hypersurfaces is continuous and is smooth except at \(r = r_{NH}\). Define \(H_{[\bar{t}, \bar{t}], r} = \{\bar{t}, r, \bar{\theta}, \bar{\phi}\} : \bar{t} \in \bar{t}
\]
Certain integrals are simplified by noting that for any vector field $X$ with the region $\Omega$ identically zero for $r > r_1$ and $r < r_0$, one can choose $H$ similarly, on $\Omega$ and $\Sigma$.

(ii) $f$ smooth and satisfying, for $r > r_N$, $t \in [t_1, t_2]$. Note that the boundary of $\Omega$ is $\Sigma_{t_1} \cup \Sigma_{t_2} \cup H_{t_1, t_2}$.

On the portion of $\Sigma_t$ where $\tilde{r} - \bar{r}$ is constant, the future-directed normal volume form is

$$\text{d}n^\alpha = (\Sigma g^{\rho\sigma} - \Sigma g^{\rho\sigma}) \sin \theta \text{d} \tilde{r} \text{d} \tilde{\theta} \text{d} \tilde{\phi}$$

$$= (-\Sigma \tilde{\theta}^\alpha + 2Mr \tilde{\phi}^\alpha) \sin \theta \text{d} \tilde{r} \text{d} \tilde{\theta} \text{d} \tilde{\phi}.$$

Certain integrals are simplified by noting that for any vector field $X$,

$$X_\alpha \text{d}n^\alpha = -X_\alpha \Sigma \sin \theta \text{d} \tilde{r} \text{d} \tilde{\theta} \text{d} \tilde{\phi}$$

$$= (X^t - X^r) \Sigma \sin \theta \text{d} \tilde{r} \text{d} \tilde{\theta} \text{d} \tilde{\phi}.$$

Similarly, on $H_{t_1, t_2}$, one finds

$$\text{d}n^\alpha = g^{\tilde{r}\tilde{\rho}} \Sigma \sin \theta \text{d} \tilde{r} \text{d} \tilde{\theta} \text{d} \tilde{\phi},$$

$$X_\alpha \text{d}n^\alpha = X^r \Sigma \sin \theta \text{d} \tilde{r} \text{d} \tilde{\theta} \text{d} \tilde{\phi}.$$

Consider the vector field $Y = \chi_{r_N} (h \tilde{r} + f \tilde{\theta})$ with $\chi_{r_N} = \chi_{r_N}(r)$ identically 1 for $r < r_N = r_+ + c \epsilon_{NH}$, decreasing smoothly for $r \in [r_+ + \epsilon_{NH}, r_+ + 2\epsilon_{NH}]$, and identically zero for $r > r_+ + 2\epsilon_{NH}$ and with $h = h(r) = h(r)$ and $f = f(r) = f(r)$ smooth and satisfying, for $r \in [r_+ - \epsilon_{NH}, r_+ + \epsilon_{NH}]$, the five conditions (i) $f < 0$, (ii) $f' < 0$, (iii) $h > 0$, (iv) $h > 0$, and (v) $h > 8|f|/(r - M)$. In particular, one can choose $f$ and $h$ to be linear if one chooses the values of $a$, $f'(r_+)$, $f(r_+)$, $h'(r_+)$, and $h(r_+)$ in this order.

We now estimate the energy on $\Sigma_0$ generated by $Y$ in terms of the energy on $\Sigma_0$, generated by the normal to $\Sigma_0$. Let $n_{\Sigma_0}$ be the normal to the hypersurface $\Sigma_0$, where $t = 0, r \geq r_+$. Let $\{\tilde{X}_i\}_{i=0}^3$ denote an orthonormal basis at each point on $\Sigma_0$ such that $X_0 = n_{\Sigma_0}$. The energy $E_{n_{\Sigma_0}}(\Sigma_0)$ is equivalent to the integral of $\sum_{i=0}^3 r^2|\tilde{X}_i\psi|^2$. By a standard Hardy estimate, this means it dominates the integral of $|\psi|^2$. In a coordinate system which covers the bifurcation sphere (the limit $r \to r_+$, with $t = 0$) and also covers $\Sigma_0 \cap \{r < r_+ + 2\epsilon_{NH}\}$, because both $\Sigma_0$ and $\bar{\Sigma}_0$ have a timelike normal and $\bar{\Sigma}_0$ is in the causal future of $\Sigma_0$, it follows that
the local $H^1$ norm squared on $\tilde{\Sigma}_0$ is bounded by a multiple of the $H^1$ norm squared on $\Sigma_0$. Thus,

$$E_Y[\psi](\tilde{\Sigma}_0) \lesssim E_{\alpha}[\psi](\Sigma_0).$$

In the terminology of [17], this is a Cauchy stability argument. Similarly, by the same type of argument the $E_{\alpha}(\Sigma_0)$ controls the $L^\infty$ norm in a neighbourhood of the bifurcation sphere and the integral of the derivatives in the spacetime region between $\Sigma_0$ and $\tilde{\Sigma}_0$.

At this stage in the argument, we assume several positivity conditions. Later, these conditions are shown to hold. First, assume that the energies defined by $Y$ on $\tilde{\Sigma}_0$, $\tilde{\Sigma}_T$, and $\mathcal{H}_{[0,T]}$ are positive. Further assume that, for $r < r_{NH}$, the divergence $\nabla_\alpha P_\alpha^Y$ is negative and that the modulus of the divergence dominates the square integral of all $(\hat{r}, \hat{\theta}, \hat{\phi})$ partial derivatives of $\psi$. Recall that for $r_{NH} = r_+ + \epsilon_{NH} < r < r_+ + 2\epsilon_{NH}$, the square integral of all partial derivatives can be estimated using the Morawetz estimate, theorem 1.2. Without loss of generality, we may assume $r_+ + 2\epsilon_{NH}$ is smaller than $3M - \hat{r}$, with $\hat{r}$ from lemma 3.13. The same results apply to $P_Y[\tilde{S}_2 \psi]$. Thus,

$$E_{Y,\alpha}[\psi](\tilde{\Sigma}_T) + c \int_0^T \int_{r_+}^{r_{NH}} \int_{S^2} \sum_\alpha \left( |\partial_\alpha \psi|^2 + \sum_\delta |\partial_\alpha S_{\alpha \delta} \psi|^2 \right) d^2\omega d\hat{r} d\hat{t} \
\lesssim E_{Y,\alpha}[\psi](\tilde{\Sigma}_0) + E_{T,\alpha}[\psi](\Sigma_0) \
\lesssim E_{\alpha}[\psi](\Sigma_0). \tag{A.2}$$

The control over the spacetime integral appearing in the first line of this equation allows us to replace $(\Delta \partial_\alpha \psi)^2$ in the Morawetz estimate [1.2] by $(\partial_\alpha \psi)^2$, thus removing the degeneracy from that estimate in the region $r \in [r_+, r_{NH}]$ and $\hat{t} \geq 0$. (By using coordinates adapted to the past horizon, a similar control can be obtained near the past horizon and away from the bifurcation sphere. The Cauchy stability argument handles the region near the bifurcation sphere.)

The crucial positivity and negativity properties arising from conditions (i)-(v) can be found in the work of Dafermos-Rodnianski [17, 20]. For the sake of completeness, we calculate the the energy on $\tilde{\Sigma}_{t_i} \cap \{r \in \{r_+, r_{NH}\}\}$,

$$E_Y(\tilde{\Sigma}_{t_i} \cap \{r \in \{r_+, r_{NH}\}\}) = - \int_{[r_+, r_{NH}] \times S^2} P_\alpha^\psi d\alpha_\alpha = \int_{[r_+, r_{NH}] \times S^2} (\nabla_\alpha \psi)(\nabla_\beta \psi) Y^\beta d\eta^\alpha + \frac{1}{2} \int_{[r_+, r_{NH}] \times S^2} g^{\gamma\beta} (\nabla_\gamma \psi)(\nabla_\beta \psi) Y_\alpha d\eta^\alpha$$

$$= \int_{[r_+, r_{NH}] \times S^2} \left( -2Mr f - \frac{1}{2} (h - f) \Delta \right)(\partial_\ell \psi)^2 + \left( \Delta h - a^2 \cos^2 \theta f \right)(\partial_\ell \psi)(\partial_\ell \psi) + (\Sigma h)(\partial_\ell \psi)^2 + (h - f) \tilde{Q}^\alpha \psi(\partial_\alpha \psi)(\partial_\beta \psi) + af(\partial_\phi \psi)(\partial_\ell \psi) + ah \frac{\Sigma}{r_+ + a^2} (\partial_\phi \psi)(\partial_\ell \psi) \sin \theta d\ell d\tilde{d} \tilde{\phi},$$
the energy on $H_{[t_1, t_2]}$

$$E_Y(H_{[t_1, t_2]}) = \int_{[t_1, t_2] \times S^2} \left( h(r^2 + a^2)(\bar{T}\psi)^2 - \frac{1}{2} \tilde{Q}^{\alpha\beta}(\partial_\alpha \psi)(\partial_\beta \psi) \right) \sin \theta \, d\theta d\lambda d\phi,$$

and the divergence of the momentum, using lemma 2.1

$$-\Sigma \nabla_\alpha P^\alpha_Y = (\partial_\psi \psi)^2 (f(r - M) - \frac{1}{2} f'(\Delta)) + (\bar{T}\psi)^2 (-h'(r^2 + a^2)) + \frac{1}{2} f' \tilde{Q}^{\alpha\beta}(\partial_\alpha \psi)(\partial_\beta \psi)$$

$$+ (\partial_\psi \psi)(\bar{T}\psi)(r^2 + 2r f) + (\partial_\psi \psi)(\partial_\beta \psi) \left( f a \left( \partial_r \left( \frac{r^2 + a^2}{r^2 + a^2} \right) \right) \right)$$

$$+ (\bar{T}\psi)(\partial_\beta \psi) \left( - h'(1 - \frac{r^2 + a^2}{r^2 + a^2}) \right). \quad (A.3)$$

In considering the positivity or negativity of these terms, it is convenient to, at first, ignore all factors involving $\Delta$ or $a$. One can see that, from conditions (i)-(iv), the coefficients of $(\partial_\psi \psi)^2$, $(\bar{T}\psi)^2$, and $\tilde{Q}^{\alpha\beta}(\partial_\alpha \psi)(\partial_\beta \psi)$ all have the desired sign, except for the $(\partial_\psi \psi)^2$ term in $E_Y(H_{[t_1, t_2]})$ which vanishes. With two exceptions, all the other terms have either a factor of $a$ or $\Delta$, so they are small and can immediately be estimated using the Cauchy-Schwarz inequality, possibly at the expense of introducing a new, smaller upper bound for the rotation parameter, $|a| \leq \bar{a}$. The smallness of the factors involving $\Delta$ near $r = r_+$ imposes the first smallness condition on $\epsilon_{NH}$.

Of the two exceptional terms, the first is the term involving $(\partial_\psi \psi)(\bar{T}\psi)$ in $E_Y(H_{[t_1, t_2]})$. The potential problem here is that the coefficient of $(\partial_\psi \psi)^2$ vanishes linearly in $r - r_+$, so one must take care in applying the Cauchy-Schwarz estimate. This term can be estimated by $|\langle \partial_\psi \psi \rangle \bar{T}\psi|^2 |h\Delta| \leq h\Delta^{1/2} (\Delta(\partial_\psi \psi)^2 + (\bar{T}\psi)^2)$ and choosing $\epsilon_{NH}$ sufficiently small that $\epsilon_{NH} h < |f|/10$. The second exceptional term is the term involving $(\partial_\psi \psi)(\bar{T}\psi)$ in the divergence. Using condition (v), this term can be estimated by the Cauchy-Schwarz estimate.

Since in the support of $\chi_{NH}$, we have $\bar{T} = T_\chi$ and adding a positive constant to $h$ preserves conditions (i)-(v), we have a uniform bound

$$E_{Y + T_\chi}(\bar{S}_T) \lesssim E_{\epsilon_{NH}, 3}(\Sigma_0).$$

This provides a nondegenerate energy. The nondegenerate Morawetz estimate follows from combining the degenerate Morawetz estimate \cite{12} and estimate \cite{A2}.

Since $E_{Y + T_\chi}$ dominates the integral of $r^2 |\partial_\psi S_\psi|^2 + |S_\psi|^2$ for $r > r_{NH}$ and of $|\partial_\psi S_\psi|^2 + |S_\psi|^2$ for $r \in [r_+, r_{NH}]$, this energy also dominates $\sup_{r > r_+} \int_S [\psi]^2 d\omega$. From the spherical Sobolev estimate \cite{22}, we can conclude that there is a uniform constant $C$ such that $\forall t \in \mathbb{R}, r > r_+, (\theta, \phi) \in S^2$

$$|\psi(t, r, \theta, \phi)| \leq CE_{\epsilon_{NH}, 3}(\psi)(\Sigma_0)^{1/2}.$$ 

**APPENDIX B. THE CARTER OPERATOR AND THE HIDDEN SYMMETRY IN BOYER-LINDQUIST COORDINATES**

The purpose of this appendix is to compare the operator $\nabla_\alpha K^{\alpha\beta} \nabla_\beta$ arising from Killing tensor associated to Carter’s constant, and the operator $Q$ which it turns out to be convenient to work with in Boyer-Lindquist coordinates. The Killing tensor found by Walker and Penrose \cite{54} to be associated to Carter’s constant, is given by

$$K^{\alpha\beta} = 2\Sigma \eta^{(\alpha\beta)} + r^2 g^{\alpha\beta},$$

where $g^{\alpha\beta}$ are the components of the Lorentz metric in Boyer-Lindquist coordinates.
see also [53], §12.3, where $l^a$ and $n^a$ are null vectors with $l^a n_a = -1$ and orthogonal to

$$\Theta = \partial_\theta, \quad \Phi = \frac{1}{\sin \theta} \left( \partial_\phi + a \sin^2 \theta \partial_t \right).$$

Carter’s constant $k$ is given by

$$k = K_{\alpha \beta} \dot{\gamma}^\alpha \dot{\gamma}^\beta.$$

The Killing tensor can be written in terms of the vectors $\Theta, \Phi$ as

$$K_{\alpha \beta} = (-\Sigma + r^2)g_{\alpha \beta} + \Theta^\alpha \Theta^\beta + \Phi^\alpha \Phi^\beta.$$

The operator $\nabla_\alpha K^{\alpha \beta} \nabla_\beta$, which commutes with the d’Alembertian $\nabla^\alpha \nabla_\alpha$ can be simplified by using standard formulas for divergences in terms of the volume form $\Sigma_\mu$ and by noting that $-\Sigma + r^2 = -a^2 \cos^2 \theta$ depends only on $\theta$. One finds

$$\nabla_\alpha K^{\alpha \beta} \nabla_\beta = -a^2 \cos^2 \theta \nabla^\alpha \nabla_\alpha + Q + \partial_\phi^2 + 2a \partial_\phi \partial_\theta,$$

where $Q$ is given by

$$Q = \frac{1}{\sin \theta} \partial_\theta \sin \theta \partial_\theta + \frac{\cos^2 \theta}{\sin^2 \theta} \partial_\phi^2 + a^2 \sin^2 \theta \partial_t^2,$$

as in (1.7).
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