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This commentary on Alario et al. (2002) addresses two issues: (1) Different from what the authors suggest, there are no theories of production claiming the phonological word to be the upper bound of advance planning before the onset of articulation; (2) Their picture naming study of word frequency effects on speech onset is inconclusive by lack of a crucial control, viz., of object recognition latency. This is a perennial problem in picture naming studies of word frequency and age of acquisition effects.

Alario, Costa and Caramazza (2002) report two experiments on the production of determiner–adjective–noun phrases, such as “the blue kite”. These utterances were responses to pictures of coloured objects, a blue kite in the example. Their dependent measure was speech onset latency, the interval from picture onset to speech onset. As independent measures they orthogonally varied the word frequencies of the colour adjectives and of the nouns. In both experiments they obtained additive effects of these independent variables. When the adjective or the noun in an utterance was low frequency, speech onset latency was longer than when it was high frequency. From the fact that not only the first phonological word, but also the second one produced a frequency effect they concluded: “the results are problematic for models which assume that frequency affects the level of phonological encoding and that the scope of phonological encoding is limited to the first phonological word” (p. 315). In the following I will first argue that none of the cited authors assume that phonological encoding is limited to the first phonological word. I will then turn to the experiments...
and show that they are inconclusive by lack of an essential control, a serious defect shared with other work in this area.

**LOWER AND UPPER LIMITS OF PHONOLOGICAL ENCODING**

When a speaker produces an utterance such as “the blue kite” in response to a picture, various levels of processing are involved. The speaker must recognise the picture, in particular the object represented and its colour. The speaker must select the relevant lexical items, the two content words and the determiner with their syntactic properties; the items’ syntax determines their ultimate order in the utterance. The speaker must retrieve the word forms, or phonological codes, of all three selected items and syllabify the utterance appropriately (/ðə.blː.kaɪt/). The incremental syllabification guides the speaker’s computation of the successive articulatory motor gestures, whose execution by the articulatory system will produce the overt utterance. Each of these levels of processing involves its own characteristic processing units, or at least this is a long-standing topic of research. At the level of phonological encoding (including the retrieval of phonological codes and syllabification) a much discussed unit is the phonological or prosodic word (ω). Any domain of syllabification forms a phonological or prosodic word (Booij, 1995). The domain of syllabification can be larger or smaller than a lexical word (the word in its citation form). For instance, in the utterance “the students understand it”, “understand it” forms a phonological word; it syllabifies as un.der.stan.dit, the last syllable straddling the boundary between two lexical words, “understand” and “it”. The utterance “the blue kite” will be produced as two phonological words, “the.blue” and “kite”. Small, unaccented words tend to “cliticise” to a neighbouring content word. Alario et al. (2002) share this conception of the phonological word (“a content word plus the function words that ‘attach’ to it”).

The domain of syllabification can also be smaller than the lexical word. Following Booij (1995), this is generally the case for compounds in Dutch. Each morpheme or root in a compound forms its own domain of syllabification, hence each such constituent is a phonological or prosodic word (ω) of its own. The same holds for most compounds in English. Take “landowner” as an example. If this compound would be a single phonological word, it would syllabify as lan.dow.ner, just like

---

1 Nespor and Vogel (1986) distinguish the phonological word from the “clitic group”. Others, such as Booij (1995), argue against making this finer distinction. Here we follow Booij in that the syllables in a domain of syllabification form one prosodic (or phonological) word. In that respect, the domain of syllabification defines the phonological word.
“landau”—lan.dau. But it does not; “land” and “owner” are kept apart as domains of syllabification. Generally, the prosodic make-up of two-root compounds in Dutch or English is of the type $\omega_1\omega_2$.

It is a dominant (though not yet universally shared) assumption in production theory that the speed of phonological encoding is word frequency dependent. In particular, accessing a lexical word’s phonological code appears to be faster for high-frequency words than for low-frequency words (Jescheniak & Levelt, 1994; Levelt, Roelofs, & Meyer, 1999). Alario et al. (2002) mention other levels of processing that may be frequency-sensitive, but here I will limit myself to the phonological account of word frequency. As far as this account is concerned, the authors’ argument is straightforward: If utterance onset in the picture naming experiments is affected by noun frequency, then the speaker must have accessed the code for the second phonological word (“kite” in the example) before speech onset. And that is indeed the experimental result. This, the authors argue, is problematic for models that assume that “phonological planning units do not comprise more than one phonological word” (p. 312), the phonological word as an upper bound on advance phonological planning. That is correct, but alas, there are no such theories around. The authors refer to Levelt (1989). There one can read that ‘phonological phrases are important units of phonological encoding’ (p. 420). I argue in particular that phonological phrases consist of one or more phonological words and that such phrases are stored for word by word delivery. They also refer to Levelt et al. (1999). That article presents a theory of (phonological) word production, not of phrase production. The issue of how many phonological words are planned before speech onset is not discussed. The paper does discuss whether the phonological word is a lower bound, i.e., whether there will be no onset of articulation before a phonological word’s syllabification is completed. It concludes that “The evidence, however, is so far insufficient to make this a strong claim” (p. 33). Alario et al. further refer to Meyer (1996). In that paper one can read that “speakers probably use different planning units in different situations” (p. 480) and “It remains to be determined which of these processes [of phonological encoding—WL] are sequential within and between words” (p. 492). Her experimental results show the second phonological code to be active before speech onset in a subset of cases. Hence, there is no claim that the phonological word forms the upper bound. They refer to Schriefers and Teruel (1999), but there one can read: “Does this imply that the phonological word represents a fixed upper limit for the size of the phonological advance planning unit? The results of Sternberg et al. (1988) show that this is not the case” (p. 46). And on p. 47: “Taken together, the present results do not provide evidence for a phonological planning unit of some fixed size”. Finally, Alario et al. (2002) repeatedly refer to Wheeldon & Lahiri (1997) as representing the view that
the upper bound of advance phonological planning is a single phonological word. That is particularly surprising because these authors provided experimental evidence for the claim that the number of phonological words in an utterance is a determinant of utterance onset latency. They show that, everything else controlled, subjects were slower in producing a 3-\( \omega \) utterance than a 2-\( \omega \) one, and slower in producing a 4-\( \omega \) utterance than a 3-\( \omega \) one. Apparently subjects had prepared up to three, respectively four phonological words before utterance onset. Wheeldon and Lahiri used these (and other) data to argue for the significance of \( \omega \) as a planning unit, but they precisely argue against \( \omega \) to be the upper bound on advance planning. It should be added, though, that these results were obtained in a prepared speech paradigm, roughly following Sternberg et al. (1978). Here subjects uttered the planned utterance after a “go” signal. When the production was immediate, without delay, the complexity of the first phonological word, but not of the second one, affected the speech onset latencies. This shows that in certain cases encoding just the first phonological word of an utterance can be sufficient for the initiation of speech. The phonological word can be the minimal encoding unit before articulation is initiated, as argued by Levelt (1989, p. 421). In that case, the “latency to produce a sentence should be a function of the time required to construct the first phonological word rather than a function of the total number of phonological words it contains” (pp. 374–375). Taken together, however, the Wheeldon and Lahiri results show that the size of a speaker’s advance planning is variable, dependent on the given task. They conclude, correspondingly, “that when it is possible to do so, speakers preferentially initiate articulation following the phonological encoding of the initial phonological word of an utterance” (p. 377). Hence, a preference, not an upper bound. The “prosodic encoding of these sentences [the ones in the non-delayed production experiment—WL] required minimal processing with regards to larger prosodic structures and intonation. It is therefore possible that with longer and more complex sentences effects of whole sentence complexity may be observed in on-line sentence production latency” (p. 377). In short, Alario et al. (2001) misinterpret the literature and fight a non-existing theoretical position.

A 1-\( \omega \) upper bound on advance planning would anyhow be most unlikely, given the abundance of content words encompassing two or more phonological words, such as “landowner”. If the speaker would first prepare \( \omega_1 \) and utter it, then prepare \( \omega_2 \) and utter it, both would receive primary stress: “lánd-ówner”. But compound words in English and Dutch carry just one primary stress. In Dutch, adjectival compounds, such as “doof-stom” (deaf-mute) are stressed on the second constituent: “doof-stóm”. If the speaker would first prepare \( \omega_1 \) and utter it, it would get normal primary stress, but it shouldn’t. Hence, the encoding of \( \omega_1 \)
(whether or not it will receive primary stress) depends on the “preview” of $\omega_2$. For correct stress assignment phonological encoding must work here on a 2-$\omega$ frame, although each $\omega$ forms a separate domain of syllabification.

The case is different, and less obvious, for multiple content word utterances. Levelt and Meyer (2000) reviewed the picture naming and eye-tracking evidence for accessing the phonological code of a second content word before utterance onset. At the moment of publication no strong evidence could be reported, neither for the adjective-noun case, nor for coordination constructions, such as “the baby and the dog”. It was and is, therefore, an important issue indeed to further test under what conditions such an effect can arise. Almost all of the experimental studies had used auditory priming to affect the speed of phonological encoding of a second content word in the target utterance (for instance, presenting the subject with the auditory distractor word “doll” simultaneously with the baby-and-dog picture to be described). The first positive result with that method was recently obtained by Costa and Caramazza (2002) and by Jescheniak, Schriefers and Hantsch (in press), both testing phonological noun priming in determiner–adjective–noun phrases. It is certainly an excellent idea to cross-validate these initial findings by means of another method, varying the word frequency of a non-initial content word. That is what Alario et al. (2002) set out to do.

**DESIGNING PICTURE NAMING STUDIES OF WORD FREQUENCY AND AGE OF ACQUISITION**

In both their experiments Alario et al. (2002) imposed their independent word frequency variables as follows. To control adjective word frequency they used colours that have high- versus low-frequency names. In Experiment 1 this involved two sets of four colours, in Experiment 2 two sets of two colours. It is inevitable that, for such small sets, there is some confounding with other variables, such as colour word length. As the authors argue, it is unlikely that word length has played a noticeable role. Not discussed is the issue of colour perception; recognition latencies may vary among colours and this is not controlled for in the experiment. I will, however, concentrate on the manipulation of noun frequency. That is the crucial variable to argue for a 1-$\omega$ or 2-$\omega$ planning window.

In both experiments the authors contrasted sets of depicted objects with high- versus low-frequency names, two sets of 16 pictures in Experiment 1 and two sets of 25 pictures in Experiment 2. In both cases the frequency contrast was substantial. In addition, the authors had their subjects rate the target words in terms of age-of-acquisition, on a seven-point scale. It is a
continuing matter of discussion whether the word frequency effect is in part or even entirely an age of acquisition effect (Barry, Hirsh, Johnston, & Williams, 2001; Bonin, Fayol, & Chalard, 2001). Also on this scaling measure (whether or not it reflects real age-of-acquisition—which should be a matter of debate) the two sets contrasted sharply. Excellent so far. However, the authors did not control for the speed of object recognition and this is a serious omission. Assume that, on average, the pictures with low-frequency names happen to be less recognisable than those with high-frequency names, then any frequency effect obtained in the experiment may just signal a visual process instead of a lexical one. The same data pattern may arise without there being any effect of noun frequency. This control is absolutely essential, because it may well be the case that objects with infrequent names are also less often encountered and consequently less recognisable than objects with high-frequency names.

There are various methods to impose the control, all with their advantages and disadvantages. One is to use Kroll & Potter's (1984) object/non-object decision paradigm (Levelt, Praamstra, Meyer, Helenius, & Salmelin, 1998; Meyer, Sleiderink, & Levelt, 1998). The target pictures are mixed with pictures of non-objects (carefully matched in other respects) and the subjects judge, by means of a push-button response, whether what they see is a really existing object or not. This decision most probably involves object recognition (just as lexical decision involves word recognition). The word frequency variable is then realised in such a way that object decision times are, on average, equal for the high- and low-frequency picture sets. Another method is verification. The subject is auditorily (Levelt, Schriefers, Vorberg, Meyer, Pechmann, & Havinga, 1991) or visually (Jescheniak & Levelt, 1994) presented with an object name after which a picture is presented for verification. Push button latencies are the dependent measure. Notice that Wingfield (1968) already basically used this method to validate Oldfield & Wingfield (1965) very first picture naming study of word frequency. Subjects were asked to push a button every time they saw a particular target object, say a basket, and to withhold responding otherwise. This was done for all the target words of the picture naming experiment. One drawback of this method in all its variants is that in case of "yes" responses the stimulus or target word may have facilitated recognition of the picture. The better approach is therefore to design the recognition experiment in such a way that the critical test pictures are always verified as "no", i.e., they get a mismatching word stimulus (Jescheniak & Levelt, 1994). Still another method is object recognition (first used as a control in Levelt et al., 1991, Expt. 4). Here, in a first run, a set of non-target pictures are shown to the subjects. The instruction is to remember them. Then, in a second run, the same pictures are presented, mixed with the real test pictures. For each picture the
subject pushes an “old” or a “new” button. All test pictures are new; “new” push button latencies reflect recognition speed.

The omission of recognition tests in picture naming studies of word frequency is perennial. I mention two recent examples. In their study of age-of-acquisition (AoA) versus word frequency (WF) as determiners of naming speed, Bonin et al. (2001) used picture naming to test the effect of WF if AoA ratings are held constant and inversely. They found that naming latencies are exclusively related to the AoA measure; WF plays no role if AoA is controlled for. However, they did not test their pictures for recognition speed. There was control of several other variables, such as name agreement, image agreement, visual complexity, familiarity and image variability (all reported for these pictures in Alario & Ferrand, 1999), but these were all scaling data. No tests of recognition speed were performed for the target pictures. It is not far-fetched to consider the possibility that a subject’s judgement of AoA is correlated with the speed of recognising the corresponding object. But if recognition speed did do the work in these experiments, then they do not tell us anything about lexical access. The same critique applies to a study by Barry et al. (2001). Their purpose was the same, testing the relative effects of AoA and WF in a picture naming task. In addition they studied the effect on naming latencies of having seen either the picture or the picture’s name before. They found a substantial effect of AoA on picture naming latencies if WF was controlled for. Also, they found substantial repetition priming, in particular from first to second picture naming; this priming was strongest for low AoA items. On the other hand, there was no WF effect when AoA was controlled for, completely in line with the Bonin et al. findings. However, there was no control of recognition speed in these experiments. If AoA measures are correlated with the speed of recognising the corresponding objects, which is certainly possible, if not likely, then these findings could be wholly or partially due to object recognition instead of lexical access. Luckily, Barry et al. (2001) also found an AoA effect in a plain word naming task. Here picture recognition could not have played a role. However, the effect was substantially smaller here than in the picture naming task, which increases the likelihood that recognition speed did play a substantial role in their experiments. The sad fact is that both studies are inconclusive, just as inconclusive as the Alario et al. (2002) study.

CONCLUSION

This commentary on Alario et al. (2002) addressed two issues. The first one is that the authors critically address a theoretical position that is not held by the authors referred to. The second and more important issue concerns
the absence of a critical experimental control. Standards of experimental control develop gradually with the general progress in a discipline. It is discomforting to see a standard set by Wingfield (1968) for the study of frequency effects in picture naming still not being respected one third of a century later.
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