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Abstract

As prominent defects at solid surfaces atomic steps are commonly perceived as playing some kind of special, if not decisive role for the surface properties or functions in materials science applications. When aiming to qualify this role at the atomic scale an important first task is to identify the structure and composition at the step edge under realistic gas-phase conditions that are representative for the targeted application. From the modeling side, this requires two ingredients: A reliable description of the energetics at the surface, in other words of the chemical bonds that are formed there. And on the other side a proper treatment of the manifold of processes that can occur, in particular also due to the contact with the gaseous environment at finite temperatures.

In this thesis this problem is addressed with a first-principles statistical mechanics approach, i.e. with an approach that is based entirely on a reliable first-principles energetics. Since the evaluations of the partition functions required to at least thermodynamically account for the statistical interplay at finite temperatures would necessitate on unfeasible amount of first-principles total energy calculations, the approach relies on parameterizing as intermediate between the electronic and mesoscopic regime a coarse-grained lattice model, which is then employed in the statistical simulations. The approach is illustrated using the interaction of an oxygen atmosphere with a close-packed (111) step at Pd(100) as example. Apart from the methodological advances that are achieved the major result for this application is then that the specific way how oxygen atoms decorate the step even in environments with pressures of the order atmospheres and elevated temperatures around 1000 K is obtained. Since such gas phase conditions are representative for an important catalytic application like the high-temperatures combustion of methane, this work thus provides first first-principles insight into the structure and composition at a prominent defect at the surface of a working model catalyst.
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Chapter 1

Introduction

Modern multi-scale modeling approaches reflect the realization that for the understanding of a large number of materials science applications a treatment over a wide range of length and time scales is required. At the lowest scale are electronic interactions that lead to the formation and breaking of chemical bonds between atoms over length and time scales of the order of Angstroms and picoseconds. At the largest scale one has arrived at macroscopic dimensions where then a resolution of the atomic structure may no longer play a role. Somewhere in between one has what one could call a mesoscopic regime, where as a most important factor the statistics between the manifold of atomic scale processes sets in. While nowadays there are typically well established theories at each individual length and time scale, the links between the different methodologies are only just emerging. What is most prominently still lacking are robust links that enable a control of the error propagation from one scale to the other. Within this context first-principles statistical mechanics approaches try to establish such links between electronic structure theories and concepts that come from thermodynamics and statistical mechanics. The prior are the methods of choice when it comes to a reliable quantum mechanical description of the fundamental binding interactions between the atomic constituents, while the latter are obviously designed to handle the statistical interplay that emerges among the manifold of molecular processes at mesoscopic scales [67].

The description of a solid surface exposed to a realistic gaseous environment is a typical example where such first-principles statistical mechanics approaches are indispensably required. On the one hand side, the complex bonding in particular at transition metal surfaces requires the use of first-principles electronic structure theories if a theoretical description with predictive character is aspired. Such theories, in particular modern density-functional theory [2], have provided tremendous insight into the energetics and electronic structure of solid surfaces and of adsorbates at them. On the other hand, the interplay with the gaseous environment is not that easily grasped. An explicit modeling of even just a very finite chunk of surrounding gas phase over the solid surface would already yield system sizes that are beyond the scope of present-day computing resources. Furthermore, the statistics (or entropy in
a thermodynamic language) is playing a key role. At atmospheric pressures and room temperature on the order of $10^8$ gas phase molecules hit every single surface atom per surface. Evaluating this bombardment and its effect on the surface structure and composition can only be handled by resorting to methods from statistical mechanics. This in particular, if the effect of temperature on the structure, composition and order at the surface is to be tackled.

Correspondingly, first-principles statistical mechanics approaches have been increasingly employed to address such issues. Assuming the surface to be in equilibrium with the surrounding gas phase, so-called first-principles atomistic thermodynamics approaches couple the solid surface to a gas phase reservoir. In their prevalent form the effect of configurational entropy at the surface is neglected and the approach is employed to compare the stability of a variety of surface structural models under given environmental conditions. The evaluation of the partition function required to explicitly account for the effect of configurational entropy at finite temperatures necessitates unfortunately an amount of first-principles total energy calculations that still far exceeds present-day supercomputing resources. As one remedy first-principles lattice-gas Hamiltonian approaches first parameterize a coarse-grained lattice model of the surface with the first-principles data and then base the partition function evaluation entirely on the resulting computationally much less demanding model Hamiltonian. Issues in the aforementioned robustness of the link between the theories are then obviously the reliability range of the employed lattice model, as well as its parameterization details.

Despite the achievement in being able to study solid surfaces in contact with technologically relevant environments with pressures of the order atmospheres and elevated temperatures at all, one still has to recognize that such first-principles statistical mechanics studies are at the edge of what is feasible with current computing resources. Correspondingly, existing studies almost exclusively focused on simple model surfaces in the sense of low Miller index surfaces of single crystals. While one can argue that these surfaces represent the dominant facets of real solid surfaces, there are still essential features missing: defects and facet edges. One prominent group of defects are atomic steps, and there in particular close-packed steps due to their low formation energies. Due to the undercoordinated atoms exposed at the step edge, these defects are frequently perceived to play some special, if not decisive role for the surface properties or function in materials science applications. Theoretical studies that quantitatively pinpoint this special role while also accounting for the effect of a realistic (reactive) environment are, however, virtually not existent, not least due to the just described challenges for a first-principles based modeling.

The aim of this thesis is thus precisely to establish a methodological framework that is able to describe with predictive character what happens at an atomic step at a surface, when the latter is exposed (say in a catalytic application) to a gaseous environment. More precisely (and cautiously) the focus is on an important first step in this direction, namely on identifying the structure and composition at the atomic step when the surface is in equilibrium with the surrounding gas phase. As will
become clear in the course of this thesis, already this is a daunting task, in particular when aiming to establish a theory based on robust links between the scales and with predictive character. The modeling will be developed using a Pd(100) surface in contact with an oxygen gas phase as example. Pd is a frequently employed material in a wide range of applications, oxygen is an ubiquitous gas dominating our earths atmosphere and the (100) facet is one of the most stable and thus dominating facets of fcc structured palladium. After introducing the different methodologies underlying the employed first-principles statistical mechanics part in Part I, the robustness of the link between the electronic structure calculations and the statistical techniques in form of the lattice-gas Hamiltonian parameterization will first be critically assessed in Part II by still focusing on the ideal Pd(100) facet. Part III then addresses the step itself, by first discussing the energetic data collected from various Pd vicinal surfaces exposing (111) steps and (100) terraces, and then explaining how this data is considered in the first-principles lattice-gas Hamiltonian that is finally used to address the decoration of the step in finite environments.
Part I

Theoretical Background
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Density-functional Theory

The Schrödinger equation provides a theoretical way to investigate the quantum-mechanical properties of systems like atoms, molecules etc. Unfortunately, for most systems of practical interest the Schrödinger equation cannot be solved exactly anymore and approximations must be applied. In this respect, Density-functional theory (DFT) has become a most popular and powerful tool in studying physics and chemistry topics, and Walter Kohn was awarded by Nobel Prize in 1998 [1] for his marvelous contribution on DFT. As Isaac Newton said: “If I have seen further it is by standing on ye shoulders of giants”. Before heading on to the modern DFT, we are going to retrace the history of this theory.

2.1 The Many-electron Problem

In order to understand or predict properties of materials including $N$ electrons and $M$ nuclei from *ab initio* calculations, the Schrödinger equation for time-independent nonrelativistic cases can be written as,

$$\hat{H}\Psi(r_i, R_j) = E\Psi(r_i, R_j), \quad (2.1)$$

where $\hat{H}$ is the Hamiltonian operator, and $E$ is the eigenvalue of the operator. $\Psi$ is the corresponding wave function, and $r_i$ and $R_j$ are the coordinates of electron $i$ and nucleus $j$, respectively. The Hamiltonian contains several contributions: Kinetic energies of electrons ($T_e$) and nuclei ($T_n$); interaction potentials between particles, in form of repulsive potentials between nuclei ($V_{nn}$), attractive potentials between nuclei and electrons ($V_{ne}$) and repulsive potentials between electrons ($V_{ee}$). Then, the Hamiltonian operator $\hat{H}$ is rewritten as,

$$\hat{H} = T_n + T_e + V_{nn} + V_{ne} + V_{ee} \quad . \quad (2.2)$$

Applying atomic units, *i.e.* $m_e = h = e = 1$, these components of the Hamiltonian
operator are written as,

\[ T_n = -\frac{1}{2} \sum_{j=1}^{M} \frac{1}{m_j} \nabla_j^2 , \quad (2.3) \]

\[ T_e = -\frac{1}{2} \sum_{i=1}^{N} \nabla_i^2 , \quad (2.4) \]

\[ V_{nn} = \sum_{i=1}^{M} \sum_{j>i}^{M} \frac{Z_i Z_j}{|R_i - R_j|} , \quad (2.5) \]

\[ V_{ne} = \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{-Z_j}{|r_i - R_j|} , \quad (2.6) \]

\[ V_{ee} = \sum_{i=1}^{N} \sum_{j>i}^{N} \frac{1}{|r_i - r_j|} , \quad (2.7) \]

where \( m_j, Z_j \) and \( \nabla_j \) are the mass of nucleus \( j \), its atomic number and Laplacian operator, respectively.

Although Eq. 2.1 is the most accurate way to obtain the properties of materials, it is too complex to solve due to the large number of variables that the wave function depends on. For a system with \( M \) nuclei and \( N \) electrons, we have \( 3M + 3N \) variables, i.e. 3 coordinates and 3 momenta for each particle, respectively. In order to solve Eq. 2.1 in practice for many-electron systems, approximations have to be applied. The first important approximation is the Born-Oppenheimer (BO) nonrelativistic approximation: Loosely stated, it assumes that the movement of the electrons is so fast that they can catch up the movement of the nuclei instantaneously and relax to the corresponding ground state instantaneously, because the mass of an electron is so much smaller than that of a nucleus. (In the worst case of a H atom, 1 electron \( \approx 1/1800 \) of the mass of nucleus) Then, nuclei can be viewed as static, enabling a splitting of the full Hamiltonian (\( \hat{H} \)) in Eq. 2.1 into two parts: Nuclear part (\( \hat{H}_N \)) and electronic part (\( \hat{H}_e \)). Correspondingly, the total wave function (\( \Psi \)) is split into the following form:

\[ \Psi(r_i, R_j) = \Psi^R_e(r_i)\Psi(R_j) , \quad (2.8) \]

where \( \Psi^R_e(r_1) \) is the wave function of electrons with current nuclei positions, and \( \Psi(R_j) \) is the wave function of nuclei. The total energy of a system then equals the sum of the nuclear energy (\( E_N \)) and electronic energy (\( E_e \)), \( E = E_N + E_e \). For fixed atomic coordinates \( E_N \) is a constant and we can focus on the electron Schrödinger equation,

\[ \hat{H}_e \Psi_e(r_1) = E_e \Psi_e(r_1) , \quad (2.9) \]

where

\[ \hat{H}_e = -\frac{1}{2} \sum_{i=1}^{N} \nabla_i^2 + \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{-Z_j}{|r_i - R_j|} + \sum_{i=1}^{N} \sum_{j>i}^{N} \frac{1}{|r_i - r_j|} . \quad (2.10) \]
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It is clear that the BO approximation decreases the number of variables in Eq. 2.1 from $3N + 3M$ to $3N$, but this computational burden still requires further approximations for most practical systems. One fundamental approach to solve the electronic Schrödinger equation (Eq. 2.9) numerically is the Hartree-Fock approximation, which transfers the many-body problem into a single particle problem through approximating the electronic wave function $\Psi_e(r_i)$ by a Slater-determinant of single particle wave functions. This ensures the antisymmetry of the wave function, required to fulfill to Pauli principle, and thereby accounts for a quantum mechanical contribution to the potential, termed exchange potential ($V_x$). On the other hand, this approximation does not account for the quantum mechanical interaction between electrons of like spin. Compared to the full potential ($V_{ee}$), the Hartree-Fock potential thus includes the classical Coulomb potential ($V_{c ee}$) and the exchange potential ($V_x$), but misses a part termed correlation potential ($V_c$).

Although this term is smaller than the other two, it is significant to obtain accurate results. In order to improve the original Hartree-Fock approximation, there are thus further advanced approaches to account for the correlation energy. The most popular are second or fourth order perturbation theory by Møller and Plesset (MP2 or MP4) [3], configuration interaction (CI) [4], multiconfiguration self-consistent field (MCSCF) [5], and coupled cluster approaches (CC) [6]. These methods are quite accurate, but are computationally very intense.

Alternatively, density-functional theory (DFT) is a remarkable theory that replaces the complicated $N$-electron wave function and the associated Schrödinger equation by a formulation based on the simpler electron density ($\rho$).

### 2.2 Density-functional Theory

#### 2.2.1 Original Idea: Thomas-Fermi Model

In 1927 Thomas and Fermi realized that statistical considerations can be used to approximate the distribution of electrons in an atom. \textit{Electrons are distributed uniformly in the six-dimensional phase space for the motion of an electron at the rate of two for each $h^3$ of volume, and there is an effective potential field that ”is itself determined by the nuclear charge and this distribution of electrons.”} Based on this realization the Thomas-Fermi formula for the electron density can be derived [7], and finally, the famous Thomas-Fermi kinetic energy functional is,

$$ T_{TF}(\rho) = C_F \int \rho^{5/3}(r) \, dr, \quad C_F = \frac{8}{10} (3\pi^2)^{2/3} = 2.871. \quad (2.11) $$

Additionally, the \textit{electron density} [$\rho(r)$] is defined as the number of electrons per unit volume in a given state. The electron density at point $r_1$ means that the probability to find an electron at this point, is (without spin),

$$ \rho(r_1) = N \int \cdots \int |\Psi(r_1, r_2 \ldots r_N)|^2 \, dr_2 \ldots dr_N. \quad (2.12) $$
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If we integrate Eq. 2.12 over space, we will get the total number of electrons,

$$\int \rho(\mathbf{r})d\mathbf{r} = N \quad . \tag{2.13}$$

Applying this definition on Eq. 2.10, the electron-nucleus attractive energy and classical electron-electron repulsive energy can be written as a function of $\rho(\mathbf{r})$,

$$V_{ne} = Z \int \frac{\rho(\mathbf{r})}{r} d\mathbf{r} \quad , \tag{2.14}$$

$$V_{ee}^c = \frac{1}{2} \int \int \frac{\rho(r_1)\rho(r_2)}{|r_1 - r_2|} dr_1 dr_2 \quad . \tag{2.15}$$

For simplicity, we here neglect the exchange-correlation energy in the expectation value of Eq. 2.10 ($\langle \Psi_e | \hat{H}_e | \Psi_e \rangle$) for the moment. Together with the kinetic energy functional, Eq. 2.11 we then reach the energy functional of the Thomas-Fermi theory of atoms in terms of the electron density,

$$E_{TF}[\rho(\mathbf{r})] = C_F \int \rho^{5/3}(\mathbf{r})d\mathbf{r} + Z \int \frac{\rho(\mathbf{r})}{r} d\mathbf{r} + \frac{1}{2} \int \int \frac{\rho(r_1)\rho(r_2)}{|r_1 - r_2|} dr_1 dr_2 \quad . \tag{2.16}$$

Under the constraint of Eq. 2.13, the electron density is used to minimize the energy functional $E_{TF}[\rho(\mathbf{r})]$, and to obtain the ground state energy. Unfortunately, while the Thomas-Fermi formula is quite simple and decrease the variables from $3N$ to 3, the approximations behind it (neglected $V_{xc}$ and kinetic energy functional based on a non-interacting, homogenous electron gas) are too bold to make it of any practical use for actual calculations.

### 2.2.2 Hohenberg-Kohn Theorems

While the Thomas-Fermi model already casts the electronic energy into a functional of electron density, it did not become popular because of its low accuracy. The situation changed with the landmark paper published by Hohenberg and Kohn [8] in 1964, which demonstrates that the Thomas-Fermi formula is only an approximation to an exact theory, the density-functional theory. For nondegenerate ground states, the Hohenberg-Kohn theory is based on two theorems, which legitimize the use of the electron density $\rho(\mathbf{r})$ as basic variable to obtain the ground state energy. The first theorem states: The external potential $v(\mathbf{r})$ is determined, within a trivial additive constant, by the electron density $\rho(\mathbf{r})$. Here $v(\mathbf{r})$ does not restrict to the Coulomb potential. The proof of this theorem is quite simple by employing the minimum-energy principle for the ground state. Consider two external potentials $v$ and $v'$ that differ by more than a constant, but both give the same $\rho$ for their ground state. The different Hamiltonians $H$ and $H'$ whose ground state densities are the same then determine two different normalized wave functions $\Psi$ and $\Psi'$. Taking $\Psi'$ as a trial function for
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$H$, we would have,

$$
E_0 < \langle \Psi' | \hat{H}' | \Psi' \rangle = \langle \Psi' | \hat{H}' | \Psi' \rangle + \langle \Psi' | \hat{H} - \hat{H}' | \Psi' \rangle
= E_0' + \int \rho(r) [v(r) - v'(r)] dr ,
$$

(2.17)

where $E_0$ and $E_0'$ are the ground state energies for $\hat{H}$ and $\hat{H}'$, respectively. In the same way, taking $\Psi$ as a trial function for $\hat{H}'$ we would get,

$$
E_0' < \langle \Psi | \hat{H}' | \Psi \rangle = E_0 - \int \rho(r) [v(r) - v'(r)] dr .
$$

(2.18)

Adding Eq. 2.17 and 2.18, we get

$$
E_0 + E_0' < E_0' + E_0 .
$$

This contradiction indicates that there cannot be two different $v$ that give the same $\rho$ for their ground states. The first Hohenberg-Kohn theorem thus tell us that the ground state density $\rho$ determines all properties of a system. Then the total energy of a configuration at a certain potential $v$ can be written as,

$$
E_v[\rho] = T[\rho] + V_{ee}[\rho] + V_{ne}[\rho] = F_{HK}[\rho] + \int \rho(r) v(r) dr ,
$$

(2.19)

where

$$
$$

(2.20)

$F_{HK}$ is called universal functional of $\rho$ due to its independence on the external potential.

The second Hohenberg-Kohn theorem states: For a trial density $\hat{\rho}(r)$, such that $\hat{\rho}(r) \geq 0$ and $\int \hat{\rho}(r) dr = N$, then,

$$
E_0 \leq E_v[\hat{\rho}(r)] ,
$$

(2.21)

where $E_v[\hat{\rho}(r)]$ is the energy depending on $v$. This theorem is a justification to use the variational principle to determine the ground state energy $E_0$. Based on the first theorem, $\hat{\rho}$ determines its own potential $\hat{v}$, Hamiltonian $\hat{H}$ and wave function $\hat{\Psi}$. Taking $\Psi$ as a trial function for a Hamiltonian ($\hat{H}$) with the true external potential $v$,

$$
\langle \Psi | \hat{H} | \Psi \rangle = \int \hat{\rho}(r) v(r) dr + F_{HK}[\hat{\rho}] = E_v[\hat{\rho}] \geq E_v[\rho] ,
$$

(2.22)

which is the desired result.

Additionally, applying the variational principle with constrained $\int \rho(r) dr = N$, the differentiability of $E_v[\rho]$ for the ground state density is satisfying the stationary principle,

$$
\delta \{ E_v[\rho] - \mu [\int \rho(r) dr - N] \} = 0 ,
$$

(2.23)

which gives the Euler-Lagrange equation, and

$$
\mu = \frac{\delta E_v[\rho]}{\delta \rho(r)} = v(r) + \frac{\delta F_{HK}[\rho]}{\delta \rho(r)} ,
$$

(2.24)

where $\mu$ is the chemical potential.
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2.2.3 Kohn-Sham Equation

In principle, if we knew the exact *universal functional* \( F_{HK} \), Eq. 2.23 is an exact equation to obtain the ground-state properties. Unfortunately, this exact \( F_{HK} \) is elusive, leaving the Hohenberg-Kohn theorems without much practical relevance. The break-through came only one year after the HK theorems. In 1965 Kohn and Sham \[9\] approximated the \( F_{HK} \) functional, and made the theorems practically useful by introducing the concept of a non-interacting reference system. Within this approach, the kinetic energy of the non-interacting reference system still exhibiting the real density \( \rho(r) \) can be written as,

\[
T_s = -\frac{1}{2} \sum_i^N \langle \varphi_i | \nabla^2 | \varphi_i \rangle ,
\]

where \( \varphi_i \) are single-particle Kohn-Sham orbitals. Here the non-interacting kinetic energy is not equal to the true kinetic energy \( T \) of the interacting system, \( T_s \neq T \), and actually \( T = T_s + T_c \). Therefore, Kohn and Sham rewrote the universal functional as,

\[
F[\rho] = T_s[\rho] + J[\rho] + E_{xc}[\rho] ,
\]

and the exchange-correlation energy is defined as,

\[
E_{xc}[\rho] = (T[\rho] - T_s[\rho]) + (E_{ee}[\rho] - J[\rho]) .
\]

The exchange-correlation energy thus contains everything that is unknown: The non-classical effects of exchange and correlation, which are contributions to the potential energy of the system, and a portion belonging to the kinetic energy. With this formulation, the many-body problem is mapped onto an effective single particle problem. Kohn and Sham thus established that for any real (interacting) system with ground-state density \( \rho(r) \) there always exists a noninteracting system with the same ground-state density \( \rho(r) \). This leads to the famous Kohn-Sham equation,

\[
[-\frac{1}{2} \nabla^2 + V_{\text{eff}}(r)] \varphi_i = \epsilon_i \varphi_i ,
\]

where \( \varphi_i \) are the single particle wave functions, or Kohn-Sham orbitals, and \( \epsilon_i \) are the Kohn-Sham orbital energies. \( V_{\text{eff}}(r) \) is the effective potential, which contains the classical Coulomb potential, exchange-correlation potential and the external potential \( V_{\text{ext}}(r) \),

\[
V_{\text{eff}}(r) = \int \frac{\rho(r')}{|r - r'|} dr' + V_{xc}(r) + V_{\text{ext}}(r) .
\]

The density of the real system, \( \rho(r) \), can be expressed in terms of the Kohn-Sham orbitals, \( \rho(r) = \sum_i^N |\varphi_i(r)|^2 \). The exchange-correlation potential, \( V_{xc}(r) \), can be written as,

\[
V_{xc}(r) = \frac{\delta E_{xc}[\rho]}{\delta \rho(r)} ,
\]
2.2.4 Present-day Exchange-correlation Functionals

The most basic approximation to \( V_{xc} \) was introduced by Kohn and Sham in their seminal paper [9]. The so-called local density approximation (LDA) is based on the homogeneous electron gas to approximate the exchange-correlation energy. For an inhomogeneous system, the idea is to view the electron density as locally homogeneous at each point in space. The LDA \( xc \) energy then has the form,

\[
E_{xc}^{\text{LDA}}[\rho] = \int \rho(r) \epsilon_{xc}[\rho(r)] \, dr ,
\]

(2.31)

where \( \epsilon_{xc}(\rho) \) indicates the exchange-correlation energy per particle of a uniform electron gas of density \( \rho \). The corresponding exchange-correlation potential becomes,

\[
v_{xc}^{\text{LDA}}(r) = \frac{\delta E_{xc}^{\text{LDA}}}{\delta \rho(r)} = \epsilon_{xc}[\rho(r)] + \rho(r) \frac{\partial \epsilon_{xc}(\rho)}{\partial \rho} .
\]

(2.32)

Moreover, \( \epsilon_{xc}(\rho) \) contains two parts: exchange \( \epsilon_x(\rho) \) part and correlation \( \epsilon_c(\rho) \) part,

\[
\epsilon_{xc}(\rho) = \epsilon_x(\rho) + \epsilon_c(\rho) ,
\]

(2.33)

where the exchange part \( \epsilon_x(\rho) \) is expressed as [7, 10],

\[
\epsilon_x(\rho) = -\frac{3}{4} \frac{3\rho(r)}{\pi}^\frac{1}{3} .
\]

(2.34)

The correlation part \( \epsilon_c(\rho) \) can not be expressed by such an explicit functional form. Expressions are only known for the high-density [12, 13] and low-density [14, 15] limit, whereas for intermediate densities only numerical values are known from highly accurate quantum Monte Carlo calculations [11]. This insight was then used to parameterize suitable expressions for DFT-LDA calculations [16, 17].

The LDA gives already surprisingly good results for a wide range of realistic systems, but fails for systems that are far from the uniform electron gas limit like atoms or molecules. A straightforward correction to the LDA is a formal expansion of \( E_{xc} \) in gradients of the density. The idea also came from Hohenberg and Kohn [8]. In
general, such a density-gradient expansion (DGE) of the exchange-correlation energy
has the form,

$$E^{\text{DGE}}_{\text{xc}}(\rho) = \int \left[ \epsilon^{(0)}_{\text{xc}}(\rho) + \epsilon^{(1)}_{\text{xc}}(\rho) \nabla \rho + \epsilon^{(2)}_{\text{xc}}(\rho) |\nabla \rho|^2 + \ldots \right] d\mathbf{r} \quad (2.35)$$

However, a first order truncated DGE does not work very well, and sometimes give
even worse results than LDA. In order to solve this problem, one can introduce a
more generalized expansion and consider \textit{generalized-gradient approximation} (GGA)
functionals of the form.

$$E^{\text{GGA}}_{\text{xc}}(\rho) = \int f(\rho(\mathbf{r}), \nabla \rho(\mathbf{r})) d\mathbf{r} = \int \rho^{\text{GGA}}_{\text{xc}}(\rho(\mathbf{r}), \nabla \rho(\mathbf{r})) d\mathbf{r} \quad (2.36)$$

As in the LDA, the GGA exchange-correlation energy also divides into two parts:
$$E^{\text{GGA}}_{\text{x}}$$ and $$E^{\text{GGA}}_{\text{c}}$$. There are lots of GGA versions based on different constructions
mainly using as many known constraints on the $$V_{\text{xc}}$$. In the present work the functional
from Perdew, Burke and Ernzerhof in 1996 (PBE) \cite{18} is almost exclusively used.
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(L)APW+lo

From the HK theorems, the electron density determines all system properties. Unfortunately, there is no direct way to obtain the electron density, and it is hard to express the kinetic energy as a functional of the density as well. Therefore, we have to integrate Kohn-Sham wave functions to generate \( \rho \) (Eq. 2.12), and insert wave functions into the kinetic potential to get the kinetic energy. In order to convert the corresponding wave function equations into suitably numerically accessible matrix equations, the wave functions and electron densities are expanded into a basis set. Based on the type of basis functions a variety of DFT formulations in numerical codes exist. In this chapter, we will introduce one of the most accurate methods, (L)APW+lo, which is used in the present work.

3.1 Bloch’s Theorem

The Bloch theorem [20] states that Any eigenfunction \( \Psi(\mathbf{r}) \) can be written as a product of a function \( \phi_g(\mathbf{r}) \) that has the periodicity of the lattice, and a plane wave \( e^{i\mathbf{g} \cdot \mathbf{r}} \) with \( \mathbf{g} \) any vector in reciprocal space,

\[
\Psi(\mathbf{r}) = \phi_\mathbf{g}(\mathbf{r}) e^{i\mathbf{g} \cdot \mathbf{r}}.
\]  

(3.1)

If the reciprocal vector \( \mathbf{g} \) is written as the sum of a vector \( \mathbf{k} \) in the first Brillouin zone and a reciprocal lattice vector \( \mathbf{K} \), \( \mathbf{g} = \mathbf{k} + \mathbf{K} \), the Bloch theorem is rewritten as,

\[
\Psi(\mathbf{r}) = \Psi_{\mathbf{k}n}(\mathbf{r}) = \{\phi_\mathbf{g}(\mathbf{r}) e^{i\mathbf{K} \cdot \mathbf{r}}\} e^{i\mathbf{k} \cdot \mathbf{r}} = \phi_{\mathbf{k}n}(\mathbf{r}) e^{i\mathbf{k} \cdot \mathbf{r}},
\]  

(3.2)

where, \( n \) indicates the number of the Brillouin zone where \( \mathbf{g} \) is in, and is called band index.

The first term in Eq. 3.2 \( \phi_{\mathbf{k}n}(\mathbf{r}) \), determines the eigenfunction, \( \Psi(\mathbf{r}) \). Due to the periodicity of the lattice, the straight idea to get \( \phi_{\mathbf{k}n}(\mathbf{r}) \) is to sum over plane waves that have the same periodicity of the lattice. Then,

\[
\phi_{\mathbf{k}n}(\mathbf{r}) = \sum_{\mathbf{K}} c_{\mathbf{K}n}^{\mathbf{k}} e^{i\mathbf{K} \cdot \mathbf{r}}.
\]  

(3.3)
The expansion of $\Psi_{kn}(\mathbf{r})$ becomes,

$$\Psi_{kn}(\mathbf{r}) = \sum_{\mathbf{K}} c_{K}^{k} n e^{i(\mathbf{K}+\mathbf{k})\cdot\mathbf{r}}.$$ (3.4)

Popular DFT codes like VASP or CASTEP [21] are based on such a plane wave basis sets. Describing the steep potential close to the nuclei (and correspondingly highly oscillating wave functions) is demanding with a pure plane wave basis set, and requires to go to high $\mathbf{K}$ values in Eq. 3.3. When aiming to maintain a full-potential description a suitable approach followed in the (L)APW+lo idea is thus to augment the plane wave basis functions with more localized functions.

### 3.2 Augmented Plane Wave (APW)

Before embarking on the (L)APW+lo method, it is advantageous to discuss the APW method introduced by Slater [22]. Considering the behavior of electrons in space, when electrons are far away from the nuclei, they show the behavior of free electrons, and are then suitably described by plane waves. While close to the nuclei, electrons bind strongly to their nuclei, their behavior is quite as in a free atom and they could be described more efficiently by atomic like functions. Therefore, the whole space can be technically divided into two regions, non-overlapping atomic spheres (so-called Muffin-tin (MT) regions) and interstitial (I) region (Fig. 3.1). Correspondingly, the potential in the whole space can be defined as

$$V(\mathbf{r}) = \begin{cases} V(\mathbf{r}) & (\mathbf{r} \in \text{MT}) \\ \text{constant} & (\mathbf{r} \in \text{I}) \end{cases},$$ (3.5)

and, two types of basis sets are used in the two different regions,

$$\phi_{kn}^{APW}(\mathbf{r}, \epsilon_{l}) = \begin{cases} \sum_{lm} A_{lm,kn} u_{l}(\mathbf{r}, \epsilon_{l}) Y_{lm}(\hat{\mathbf{r}}) & (\mathbf{r} \in \text{MT}) \\ \frac{1}{\sqrt{\Omega}} e^{\mathbf{k}_{n} \cdot \mathbf{r}} & (\mathbf{r} \in \text{I}) \end{cases}.$$ (3.6)

In the atomic spheres (MT), the wave functions are expanded by radial functions times spherical harmonics. $u_{l}$ is the solution of the radial Schrödinger equation for a spherical potential $[V(\mathbf{r})]$ for energy $\epsilon_{l}$,

$$-\frac{1}{r^{2}} \frac{d}{dr} \left(r^{2} \frac{du_{l}}{dr}\right) + \left[\frac{l(l+1)}{r^{2}} + V(r) - \epsilon_{l}\right] r u_{l} = 0.$$ (3.7)

In the interstitial region (I) plane waves are instead used to build the wave function. The coefficients $A_{lm}$ in the atomic sphere expansion are determined by requiring that
the wave functions in the MT and the interstitial regions match each other at the MT boundary [24]. Thus, each plane wave is augmented by an atomic-like function in every atomic sphere and constitutes thus the basis set used to expand the wave function,

$$\Psi(r) = \sum_n c_n \phi_{kn}(r) \quad . \tag{3.8}$$

The biggest disadvantage in the APW method is that it cannot get the eigenvalues from a single diagonalization due to the unknown parameter $\epsilon_l$ in Eq. 3.6. The exact $\epsilon_l$ value, which is what we want to know, is needed to describe the eigenstate $\Psi_{kn}(r)$ accurately. Since this energy depends on the function $u_l(r, \epsilon_l)$, the resulting eigenvalue problem is non-linear in energy. One has to set a trial energy for $\epsilon_l$, solve Eq. 3.7 to obtain the APW basis, set up the matrix elements, and compute the determinant $|H - ES|$. If the eigenenergy does not equal $\epsilon_l$, another trial energy must be chosen until the eigenenergy equals $\epsilon_l$. This makes the APW method extremely inefficient.

### 3.3 LAPW

In order to overcome the non-linearity problem in the APW method, Anderson developed the linearized augmented plane wave method (LAPW) [23, 24]. In his idea, the radial function $u_l$ is expanded by a Taylor expansion around $\epsilon_l$,

$$u_l(r, \epsilon_l) = u_l(r, \epsilon^l_1) + \left( \epsilon_l - \epsilon^l_1 \right) \dot{u}_l(r, \epsilon^l_1) + O((\epsilon_l - \epsilon^l_1)^2) \quad , \tag{3.9}$$

where $\dot{u}_l = \frac{\partial u_l}{\partial \epsilon_l}$. In this case the radial function error is second order, and the energy error is of fourth order [25]. When $\epsilon^l_1$ is set near $\epsilon_l$, the radial function and energy errors are negligible. Substituting Eq. 3.9 into Eq. 3.6, we get the formulation of the LAPW basis set,

$$\phi_{\text{LAPW}}_{kn}(r) = \begin{cases} \sum_l \left[ A_{lm, kn} u_l(r, \epsilon^l_1) + B_{lm, kn} \dot{u}_l(r, \epsilon^l_1) \right] Y_{lm}(\hat{r}) & \text{(r $\in$ MT)} \\ \frac{1}{\sqrt{\Omega}} e^{ik_n \cdot r} & \text{(r $\in$ I)} \end{cases} \quad . \tag{3.10}$$

In the interstitial region, the basis set is the same as in the APW method, but in the MT spheres, the basis functions not only depend on $u_l$, but also on its energy derivative, $\dot{u}_l$. It is very clear that the LAPW method is thus more flexible than the APW in the MT spheres. To know the exact value for $\epsilon_l$ as in the APW is not important anymore. For a fixed value of $\epsilon^l_1$, the modified basis functions (Eq. 3.9) provide the extra flexibility to cover a large energy region around this linearization energy. In order to determine both $A_{lm, kn}$ and $B_{lm, kn}$, the functions in the MT spheres are required to match the plane wave function both in value and in slope at the sphere boundary. However, the continuous derivatives require higher plane wave cutoffs to achieve a given level of convergence.
Chapter 3. (L)APW+lo

3.4 LAPW with Local Orbital (LAPW+LO)

Based on whether or not electrons in an atom participate in the chemical bonding with other atoms, the electrons can be divided into two types. One type of electrons are core electrons, which are extremely bound to their nucleus and are thus entirely localized in the MT sphere. The corresponding states are called core states. The other type of electrons are valence electrons, who are leaking out of the MT sphere and bond with other atoms. However, for many elements, the electrons cannot be clearly distinguished like that. Some states are neither constrained in the core states, nor lie in the valence states and are correspondingly termed semi-core states. They have the same angular quantum number $l$ as the valence states but with lower principal quantum number $n$. When applying LAPW on these states, it is thus hard to use one $\epsilon_1^l$ to determine the two same $l$ in Eq. 3.10. The dilemma is solved by introducing local orbitals (LO), which are defined as

$$
\phi_{lm}^{\text{LO}}(r) = \left\{ \begin{array}{ll}
[A_{lm}u_l(r, \epsilon_1^l) + B_{lm}u_l(r, \epsilon_1^l) + C_{lm}u_l(r, \epsilon_2^l)]Y_{lm}(\hat{r}) & (r \in \text{MT}) \\
0 & (r \in \text{I})
\end{array} \right.. \quad (3.11)
$$

Each local orbital is zero in the interstitial region and other atoms’ MT sphere. The three coefficients $A_{lm}$, $B_{lm}$ and $C_{lm}$ can be determined by requiring the LO to have both zero value and zero slope at the MT boundary and be normalized.

3.5 APW+lo

It has been realized that the standard LAPW method is not the most efficient way to linearize Slater’s APW method [27]. Instead, the basis set of the introduced APW+lo [26, 27] method is also energy independent and still has the same basis size as the original APW method. In order to achieve that a new local orbital (lo) is added, which is different from the LOs used to describe semicore states to gain enough variational flexibility in the radial basis functions. The lo definition is,

$$
\phi_{lm}^{\text{lo}}(r) = \left\{ \begin{array}{ll}
[A_{lm}u_l(r, \epsilon_1^l) + B_{lm}u_l(r, \epsilon_1^l)]Y_{lm}(\hat{r}) & (r \in \text{MT}) \\
0 & (r \in \text{I})
\end{array} \right.. \quad (3.12)
$$

The two coefficients $A_{lm}$ and $B_{lm}$ are determined by normalization, and by requiring that the local orbital has zero value at the Muffin-tin boundary. The advantage of the APW+lo method is that it has the same small basis set size as the APW method, and has the same accuracy compared to the LAPW method.

As mentioned by Madsen et al [27], it is also possible to use a hybrid basis set, LAPW in combination with APW [(L)APW+lo], and treat the physically important orbitals by the APW+lo method, but the polarization $l$-quantum numbers with LAPW. All the data presented in our work are using this hybrid basis set (L)APW+lo.
3.6 Full Potential (L)APW+lo Method

In Eq. 3.5, we supposed the potential is constant in the interstitial region and spherical in the MT region. The accuracy of (L)APW+lo method can be further improved by considering the full potential (FP), and expand it similar to the wave functions,

\[ V(r) = \begin{cases} \sum_{lm} V_{lm}(r) Y_{lm}(\hat{r}) & (r \in \text{MT}) \\ \sum G V_{G e} e^{i G \cdot r} & (r \in I) \end{cases}, \quad (3.13) \]

This is also called non-muffin-tin correction. In this case, the radial function \( u_l \) in Eq. 3.7 is not the exact solution inside the MT sphere. It should be evaluated for the true MT potential.

3.7 Two Important Basis Set Parameters: Energy Cutoff and K-mesh

In all DFT codes for solid state calculations the energy cutoff \( (E_{\text{cut}}) \) and k-mesh (or \( k \)-points) are important basis set parameters to determine the accuracy of the computational results. Both parameters must be tested in DFT calculations in order to find the optimum compromise between accuracy and implied computational burden.

When we use plane waves to construct wave functions, in principle the more plane waves, the better the results are. However, it is not necessary to use infinitely many plane waves to construct the wave function. We can limit the energy cutoff, which describes the number of plane waves used, to an optimum value. The relationship between energy cutoff and plane wave coefficient is,

\[ E_{\text{cut}} = \frac{\hbar^2 K_{\text{max}}^2}{2 m_e}. \quad (3.14) \]

And the wave function based on \( K_{\text{max}} \) is,

\[ \psi_{k n}(r) = \sum_{K}^{K_{\text{max}}} C_{K,k n} e^{i (k+K) \cdot r}. \quad (3.15) \]

In the FP-(L)APW+lo method this energy cutoff is employed in the interstitial region. Turning to the MT sphere, the spherical harmonics should also be terminated at a maximum \( lm \) for the same reason.

The evaluation of the Kohn-Sham equations in a periodic boundary calculation requires many system quantities like the charge density to be integrated over the Brillouin Zone (BZ). Exploring the symmetry of the system, it is more specifically only necessary to integrate over the irreducible part of the Brillouin Zone (IBZ). The integrals are dealt with numerically by summing over a finite number of \( k \)-points in the IBZ,

\[ \int_{\Omega_{\text{IBZ}}} \frac{1}{\Omega_{\text{IBZ}}} dk \rightarrow \sum_{k} \omega_k. \quad (3.16) \]
Therefore, the denser the k-mesh, the more accurate the integrand is. Similar to $E_{\text{cut}}$, we should also find an optimum k-mesh at which the quantities of interest are converged.

There are two common methods to get $\mathbf{k}$-points: The tetrahedron method \cite{28,29} and the special $\mathbf{k}$-points method \cite{30–32}. In our work we use the special $\mathbf{k}$-point method according to Monkhorst and Pack \cite{31} throughout. The method generates a uniform $\mathbf{k}$-point grid in the full BZ, then uses the space group of the system to rotate the $\mathbf{k}$-points into the IBZ, and determine the proper weights, $\omega(\mathbf{k})$, of each special $\mathbf{k}$-point by dividing the number of equilibrium $\mathbf{k}$-points of a special $\mathbf{k}$-point in the BZ by the total number of points in the grid.

In metals, energy bands intersect the Fermi energy. This leads to discontinuities in the occupation and in the integrand on the Fermi surface, and can cause problems with reaching self-consistency due to charge sloshing. We can replace the step function occupation at the Fermi energy with a smoother function, like a Fermi distribution at a finite temperature to solve the problem. After the integration the resulting free energy has then to be extrapolated to $T = 0$ K.

## 3.8 WIEN2k Code

The WIEN2k code \cite{33} is based on the FP-(L)APW+lo method. The code can only be applied to systems with periodic boundary conditions and is therefore mainly used for crystal calculations.

The WIEN2k code has two main parts (Fig. 3.2). One is the initialization (left part in Fig. 3.2). It is used to check if MT spheres overlap, generate a new structure file according to its space group, detect its symmetry operations, generate a k-mesh in its BZ, and get the input trial density. The other one is the self-consistency cycle (right part in Fig. 3.2). It calculates the potential used in the KS equation, diagonalizes the Hamiltonian and overlap matrices and generates eigenvalues and eigenvectors, integrates all valence states and obtains the valence electron density ($\rho_{\text{val}}$), solves the atomic calculation and gets the core electron density ($\rho_{\text{core}}$), mixes \cite{34} the two electron densities with the old total electron density ($\rho_{\text{old}}$) and gets the new total electron density ($\rho_{\text{new}}$). Thereafter it checks if the properties ($\rho_{\text{new}}$, or $E_{\text{tot}}$, or $F$ ...) of the system are converged, and either stops the self-consistency cycle or starts anew.

Apart from two the main parts, WIEN2k has lots of additional packages to evaluate a variety of system properties. This comprises geometry optimization, plotting the density of states (DOS), band structure, electron density, X-ray spectra ...

Two kinds of parallelization modes are implemented in the WIEN2k code to increase the calculation efficiency. One is $\mathbf{k}$-point parallelization, which distributes the computations for the different irreducible $\mathbf{k}$-points over several CPUs. This method is only useful for small calculations and a low communication bandwidth between the CPUs. If we go to big systems with few $\mathbf{k}$-points, fine grained parallelization can be additional applied. It diagonalizes the Hamiltonian and overlap matrices for
Figure 3.2: Flow chart of the WIEN2k code. The left part is the initialization, which is used to get the trial input electron density for starting the self-consistency cycle. The right part is the self-consistency cycle, which is used to converge the electron density.
each $k$-point on different CPUs. The speed of this method strongly depends on the communication between the CPUs, on the number of CPUs and on the matrix size. In order to run the code more efficiently, the **WIEN2k** code can combine the two methods, which separates number of $k$-points on different block of CPUs, and applies the fine grained parallelization on each block of CPUs.
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DFT Calculations for Solid Surfaces

Surfaces are generated when we split a bulk crystal. The created surface is the place where molecules from the gas phase or a liquid come into contact with the material. Atoms at the surface will have a lower coordination than those in the bulk. Due to the changed coordination the surface geometry will relax or possibly even reconstruct, to let surface atoms find their new equilibrium positions. For ideal surfaces of cubic crystals, there are two groups, low Miller index (flat) surfaces, (100), (111) and (110) surfaces, and high Miller index (stepped) surfaces. Stepped surfaces can exhibit significantly different properties compared to flat surfaces due to the effect of the defects. In this chapter, we summarize how to construct a stepped surface model within the context of periodic boundary condition electronic structure calculations, and which geometric and electronic structure quantities of surfaces are evaluated in our analysis.

4.1 Vicinal Surfaces

Close-packed flat surfaces are generated by cutting a fcc bulk along perfect low Miller index planes, like (100) (left panel in Fig 4.1), (111) or (110) surfaces. Although the investigation of such low-index surfaces can generate a wealth of information on surface properties of materials, they are far away from real surfaces. A real surface exhibits additional features like steps, kinks, or vacancies (Fig. 4.1), which can play an important role for the overall surface properties. It is therefore a key endeavor in current surface science to extend our knowledge toward such defects. In our presented work, we focus on atomic step defects. The role of steps can be particularly suitably studied using vicinal surfaces, which exhibit a regular array of steps. Cutting a crystal at a small angle (miscut angle) away from a low-Miller-index plane creates such vicinal surfaces (Fig. 4.2) (or stepped surfaces or high-Miller-index surfaces). Vicinal surfaces exhibit atomic terraces with a low-index orientation, and these terraces are separated by either straight or kinked atomic steps.
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Figure 4.1: Left panel: Top view of a fcc (100) surface (second layer atoms are drawn as light spheres). Right panel: A real surface with steps, kinks, and vacancies.

Figure 4.2: Cartoon scheme to create a (113) vicinal surface in a fcc bulk. The left panel is a bulk fcc unit cell. The plane enclosed by red lines is the (113) plane. Expanding the fcc cell 3 times in the x and y directions reveals the (113) plane (top right panel), and atoms on the plane are shown in red color. In the bottom right panel, the yellow plane corresponds to a (100) terrace and the blue one is a (111) step. The green atoms indicate the bottom step edge. The (113) plane can therefore be viewed as two atomic row wide (100) terraces and (111) atomic steps.
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Figure 4.3: Top view of the family of Pd(11N) vicinal surfaces, Pd(113), Pd(115) and Pd(117) (from left panel to right panel). Based on the GGA-PBE bulk fcc Pd lattice constant (3.947 Å), the value of $b$ is same in the three cells, 2.79 Å, and $a$ and $\gamma$ are 4.83 Å and 106.79° for Pd(113), 7.38 Å and 100.89° for Pd(115), and 10.06 Å and 97.97° for Pd(117), respectively. The additional nomenclatures will be discussed in Chapter 7.

In our work, we focus on Pd(11N) ($N=3, 5, 7$) vicinal surfaces (Fig. 4.3), which can be built in the way described in Fig. 4.2. The family of Pd(11N) ($N=3, 5, 7$) vicinal surfaces (top view in Fig. 4.3 and side view in Fig. 7.1) has a similar geometric structure, exhibiting (111) steps and (100) terraces of varying width. There are 2, 3 and 4 atomic rows on the (100) terraces of Pd(113), Pd(115) and Pd(117), respectively. The relationship between the Miller indices of these Pd(11N) vicinal surfaces and their constituent low-index micro-facets becomes clear from the vector decomposition $(11N)=n_{row}(002)+1(11\bar{1})$, \((N=2n_{row}−1, n_{row}=2, 3, 4...\), where $n_{row}$ is the number of atomic rows on the (100) terraces. ((002)$\equiv$100) and (111)$\equiv$(111) in cubic symmetry). From the $(1 \times 1)$ surface unit cells of the different vicinal surfaces, Pd(11N) ($N=3, 5, 7$) indicated in Fig. 7.1, the surface unit cell becomes larger and larger, and the interlayer spacing becomes smaller and smaller with increasing $N$. Moreover, the larger the surface unit cell, the smaller the atomic density is, and the more open the surface is.

### 4.2 Surface Models

For surface simulations, there are different models that can be used, most notably the cluster model and the supercell model. Cluster models treat the surface as a small isolated cluster of atoms, one facet of which has the same symmetry and atomic arrangement as the crystal surface intended to study. This model is useful for materials with more localized wavefunctions, such as insulators like MgO [35]. For metal surfaces with de-localized valence wavefunctions, however, it is not suitable, and the supercell model (Fig. 4.4) including slabs and vacua is the more efficient choice. The slab in the supercell is infinite and periodic in the directions parallel to the surface, but finite in the direction perpendicular to the surface.

Such a setup thus enables band formation with the correct dispersions. Two important things should be kept in mind using a supercell model: The vacuum thickness should be large enough to avoid surfaces of consecutive slabs seeing each other, and
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Figure 4.5: Left panel: Striped islands on a fcc(111) surface. The stripes and the valleys between them are both four atomic rows wide. The islands are necessarily bounded by an A (100) (green) and a B (111) (blue) step. Middle and right panels: Two types of triangular islands on an fcc(111) surface, exhibiting (100) (green) and (111) (blue) steps.

the thickness of the slab should also be thick enough to avoid interaction between the two surfaces of one slab. This normally also ensures that the middle layer of the slab exhibits bulk-like properties.

There are three methods to build stepped surfaces in the supercell approach. The first one is a striped surface (Fig. 4.5) [38]. Striped surfaces are \((n+1)\) layers thick in cross section through the stripe islands and \(n\) layers thick through the trenches in between. On such a striped surface, the disadvantage is that there are necessarily (100) and (111) steps simultaneously present at the two sides of one stripe. The second method to build a stepped surface is via triangular islands on the surface (Fig. 4.5) [39]. Such structures contain only one kind of either (100) or (111) steps around each island. This method is useful to differentiate the small energy differences in step formation of (111) and (100) steps, but contains the effect of the step facet edges of the triangle. The third method is via a slab vicinal surface as illustrated in Fig. 4.4 and Fig. 7.1. Here, the slab is constructed from the corresponding high Miller-index plane layer by layer. Such a setup allows the investigation of long-range step-step interactions, and also exhibits only one type of step. Additionally, the surface unit cell size is modest. On the other hand, due to the sheared orientation of the supercell, particular care has to be taken to ensure proper \(k\)-point sampling (Appendix C). The slab vicinal surface model to investigate the properties of vicinal surfaces is used in our study.

Figure 4.4: Supercell model, including slabs and vacuum.
4.3 Surface Minimization

In surface science surfaces are often classified into three kinds: ideal bulk-truncated surfaces, relaxed surfaces and reconstructed surfaces, depending on how they differ from the same planar termination in the bulk. Assuming cleavage of the crystal does not perturb the remaining material at all and the geometrical arrangement of surface atoms is the same as the bulk termination, a surface is called an ideal surface. At a metal surface, the electrons are free to rearrange their distribution in space to lower their kinetic energy (Smoluchowski smoothing \[44, 45\]), which leads to a net force on the ions. The ensuing movement of the atoms in the surface fringe is called surface relaxation. If the atomic movement leads even to a change in the symmetry and size of the surface unit cell (e.g. through changing bonds), one talks about surface reconstruction. Relaxation changes thus only interlayer spacings, while the surface unit cell does not change at all. Neither flat Pd surfaces, nor Pd(11\text{N}) vicinal surfaces are known to reconstruct so far. Therefore, we focus on the varying interlayer spacings as resulting from surface relaxation,

$$\Delta d_{ij} = 100 \times (d_{ij} - d_b)/d_b,$$

(4.1)

where \(d_b\) is the bulk interlayer spacing, and \(d_{ij}\) is the interlayer spacing between layers \(i\) and \(j\) (\(i\) and \(j\) are the surface layer numbers) after relaxation. With the sign convention behind Eq. 4.1, a minus sign indicates interlayer spacing contraction, while a plus sign indicates expansion. In addition to the varying interlayer spacing, there can be atomic displacements from the bulk position parallel to the surface. Such registry relaxations \[36\], \(\Delta r_{ij}\), are defined similar to the interlayer relaxation perpendicular to the surface as,

$$\Delta r_{ij} = 100 \times (r_{ij} - r_b)/r_b,$$

(4.2)

here, \(r_b\) and \(r_{ij}\) are the distance between the positions of two atoms in different layers \((i\) and \(j)\) projected onto the surface plane, before and after surface relaxation, respectively. In the registry relaxation, a minus sign means atoms of neighboring layers try to approach each other compared to their bulk distance, while a plus sign means that atoms go further away from each other.

For finding the equilibrium positions of atoms, the PORT minimization method \[46\], a reverse-communication trust-region quasi-Newton method from the Port library, was used to relax the atomic positions. Almost all geometry optimization approaches base on a harmonic approximation, in which the total energy can be expanded near the minimum as,

$$E = E(R^\ast) - F(R^\ast) \cdot (R - R^\ast) + \frac{1}{2}(R - R^\ast) \cdot H(R^\ast) \cdot (R - R^\ast),$$

(4.3)

where \(E\) is the predicted energy for taking a step \(\Delta R \ (\Delta R = R - R^\ast)\) from the current point, \(E(R^\ast)\) and \(F(R^\ast)\) are the energy and force calculated at the current point and
\( \mathbf{H}(\mathbf{R}^*) \) is the Hessian matrix. The most straightforward approach is steepest descent, which takes \( \mathbf{H}(\mathbf{R}^*) \) as a unitary matrix and takes a step along the direction of the force,

\[
\mathbf{F}(\mathbf{R}) = \mathbf{F}(\mathbf{R}^*) - \mathbf{H}(\mathbf{R}^*) \cdot \Delta \mathbf{R} \tag{4.4}
\]

Looking for the minimum of total energy \( E \) means searching for a zero of this force. Hence, we have

\[
\Delta \mathbf{R} = \mathbf{H}^{-1}(\mathbf{R}^*) \cdot \Delta \mathbf{F}(\mathbf{R}), \quad (\Delta \mathbf{F}(\mathbf{R}) = \mathbf{F}(\mathbf{R}^*) - \mathbf{F}(\mathbf{R})) \tag{4.5}
\]

The left side indicates the finite step \( \Delta \mathbf{R} \) which points to the minimum provided the inverse Hessian matrix and quadratic approximation of \( E \) are exact. The most important method to investigate this information is the Broyden-Fletcher-Goldberg-Shanno (BFGS) method [47]. The method iteratively builds up an approximation of \( \mathbf{H}^{-1}(\mathbf{R}^*) \) by making use of the forces obtained during previous steps of the structure minimization. This Hessian matrix must remain positive definite in order to guarantee that \( E(\mathbf{R}) \) decreases as we move into the direction \( \Delta \mathbf{R} \). If the step \( \Delta \mathbf{R} \) is too large, i.e. \( E(\mathbf{R}) \) is increasing, one has to backtrack trying a smaller step along the same direction to get a lower total energy. The minimization process terminates when all atomic forces for a geometry fall below a certain target value.

However, away from the minimum the true Hessian is not necessarily well approximated by this procedure. If the approximated Hessian is not positive definite, the solution to Eq. 4.5 may even be in the uphill direction and the update procedure can go badly wrong. To circumvent this we can rewrite the Eq. 4.4 as,

\[
(\mathbf{R} - \mathbf{R}^*)^T \cdot \Delta \mathbf{F} = (\mathbf{R} - \mathbf{R}^*)^T \cdot \mathbf{H}(\mathbf{R}^*) \cdot (\mathbf{R} - \mathbf{R}^*) \tag{4.6}
\]

If \( \mathbf{H} \) is positive definite, the right-hand side is positive, \( (\mathbf{R} - \mathbf{R}^*)^T \cdot \mathbf{H}(\mathbf{R}^*) \cdot (\mathbf{R} - \mathbf{R}^*) > 0 \). This is called the curvature condition. If instead \( (\mathbf{R} - \mathbf{R}^*)^T \cdot \mathbf{H}(\mathbf{R}^*) \cdot (\mathbf{R} - \mathbf{R}^*) < 0 \) at some stage, precautions have to be taken to prevent the approximated Hessian to become wrong. The PORT method includes such a curvature condition judgment.

Moreover, moving a full step \( \Delta \mathbf{R} \) is often not appropriate; it may be too large. One approach would be to search along the direction of \( \Delta \mathbf{R} \), but this can be inefficient since it would involve many calculations along a single direction. An alternative approach is to use what is called Trust-Region method. Here one calculates the best step for a quadratic model with the current approximation for the Hessian with the additional constraint that \( \| \Delta \mathbf{R} \| \leq \mathbf{R} \), where \( \mathbf{R} \) is the trust region radius. If a good step is chosen, the current approximation for the Hessian is good and it is safe to increase the radius; if the step is poor (the total energy increases) the radius is decreased. In one word, PORT is still a BFGS type minimization method but with curvature condition and trust region. In the WIEN2k code the PORT minimization method is strongly recommended, and for our purposes it proved to be stable, efficient and did not depend too much on the users input. In our surface simulations, the middle layer in the slab is fixed during relaxation procedure, and the remaining layers are fully relaxed until each force component of each atom decreases below 5 mRy/a.u (1 mRy/a.u=7.20 meV/Å).
4.4 Two Key Surface Energetic Properties: $\gamma$ and $E_b$

The surface relaxation we just described minimizes the forces on the atoms. Energetically, this relaxation process is suitably characterized by the surface energy per unit area, $\gamma$ [37]. (For simplicity, it is often just named *surface energy* though.) It is defined as the surface excess free energy per area of a particular crystal facet. The total energy of a surface is,

$$E = TS - pV + \mu N + \gamma A \quad .$$

(4.7)

Since $\gamma$ denotes the cost connected with creating the surface, the most stable surface will minimize $\gamma$. In this respect, it also determines the equilibrium shape of a crystal (Wulff construction [40, 41]), or plays a key role in faceting, roughening, crystal growth phenomena, or surface segregation in binary alloys. Most of the experimental data on absolute surface energies [42] comes from surface tension measurement in the liquid phase extrapolated to zero temperature. This procedure includes a rather large degree of uncertainty and corresponds furthermore to an isotropic crystal.

Using a supercell model containing slabs with two equivalent surfaces (i.e. a crystal with inversion symmetry), the surface energy, $\gamma$ at $T = 0$ K of a clean surface, can then be calculated as,

$$\gamma = \frac{1}{2A} (E_{\text{total slab}} - N_s E_{\text{total bulk}}) \quad .$$

(4.8)

where $E_{\text{total slab}}$ and $E_{\text{total bulk}}$ are the total energy of the slab and the total energy of a bulk atom, respectively. $N_s$ is the number of atoms in the slab, $A$ is the surface unit area, and the factor $\frac{1}{2}$ is used because the slab has two surfaces.

When atoms or molecules adsorb at surfaces, created bonds with the surface will release energy. The total energy component of this formation energy is called *binding energy*, $E_b$, which is a function of coverage and distribution of the adsorbates at the surface. In the case of oxygen adsorption, it is written as,

$$E_b = \frac{1}{N_O} \left[ E_{\text{O/slab}}^{\text{total}} - E_{\text{slab}}^{\text{total}} - \frac{N_O}{2} E_{\text{O}_2(\text{gas})}^{\text{total}} \right] \quad .$$

(4.9)

Here $N_O$ is the total number of adsorbed O atoms, $E_{\text{O/slab}}^{\text{total}}$, $E_{\text{slab}}^{\text{total}}$, and $E_{\text{O}_2(\text{gas})}^{\text{total}}$ are the total energies of the surface containing oxygen, of the corresponding clean surface, and of an isolated oxygen molecule, respectively. Since a free O$_2$ molecule is thus used as the zero reference for $E_b$, a positive binding energy indicates that the dissociative adsorption of O$_2$ is exothermic at $T = 0$ K. To obtain the total energy of the isolated O$_2$ molecule, we exploit the relation $E_{\text{O}_2(\text{gas})}^{\text{total}} = 2E_{\text{O(atom)}}^{\text{total}} - D$, where $E_{\text{O(atomic)}}^{\text{total}}$ is the total energy of an isolated oxygen atom, and $D$ is the theoretical O$_2$ binding energy. The isolated O atom is then calculated spin-polarized, inside a rectangular cell of side lengths $(12 \times 13 \times 14)$ bohr, $\Gamma$-point sampling of the Brillouin zone and without
spherically averaging the electron density in the open valence shell. For $D$ we employ
the previously published ultra-converged GGA-PBE value of 6.202 eV. [96] Compared
to the experimental binding energy of 5.12 eV [110], this value shows the well-known,
substantial GGA-induced error. With this value Eq. 4.9 can be rewritten as,

$$
E_b = -\frac{1}{N_O} (E_{O/slab}^{\text{total}} - E_{\text{slab}}^{\text{total}}) + (E_{O(\text{atom})}^{\text{total}} - 3.101 \text{ eV}) .
$$  (4.10)

### 4.5 Step Formation Energy

The change in the $T = 0 \text{ K}$ surface energies of vicinal surfaces compared to the
corresponding terrace surface energies reflects the additional cost due to the atomic
steps at the surface. This cost can be expressed by the so-called step formation
energy [48, 49]. Consider a vicinal surface (Fig. 4.6) exhibiting a periodic succession
of terraces with equal widths, separated by steps of monoatomic height. The step
energy density (step formation energy per unit length) $\bar{\beta}$ of the vicinal surface is
defined by the equation:

$$
\bar{\beta} = \beta(\mathbf{n})b - \beta(\mathbf{n}_0)s .
$$  (4.11)

So,

$$
\beta(\mathbf{n}) = \beta(\mathbf{n}_0)\frac{s}{b} + \frac{\beta(\theta)}{b}
= \beta(\mathbf{n}_0)\cos\theta + \bar{\beta}\sin\alpha/h ,
$$  (4.12)

where $\beta(\mathbf{n})$ and $\beta(\mathbf{n}_0)$ is the surface energy (per unit length) of the vicinal surface
and the flat terrace surface, respectively. This equation yields the surface energy of
vicinal surfaces in terms of the step energy density $\bar{\beta}$. On the other hand, it is useful
to consider the step formation energy $E_{\text{step}}$ per step atom rather than the energy
density $\bar{\beta}$, $E_{\text{step}} = \bar{\beta}a_0$. Then Eq. 4.12 can be rewritten as,

$$
E_{\text{step}} = (\beta(\mathbf{n}) - \beta(\mathbf{n}_0)\cos\theta)\frac{a_0h}{\sin\theta}
= (\beta(\mathbf{n}) - \beta(\mathbf{n}_0)\cos\theta)a_0b
= \gamma_{\text{vicinal}}(\mathbf{n}) - (n_{\text{row}} - 1)\beta(\mathbf{n}_0)a_0b_0
= \gamma_{\text{vicinal}}(\mathbf{n}) - (n_{\text{row}} - 1)\gamma_{\text{terrace}}(\mathbf{n}_0) - f\gamma_{\text{terrace}}(\mathbf{n}_0) ,
$$  (4.13)

where $\gamma_{\text{vicinal}}(\mathbf{n})$ and $\gamma_{\text{terrace}}(\mathbf{n}_0)$ are the surface energies per atom of the vicinal surface
and flat surface, respectively. $n_{\text{row}}$ is the number of atomic rows at terraces. The
additional term, $f\gamma_{\text{terrace}}(\mathbf{n}_0)$, is a correction for the fact that the step may not rise
at a right angle from the terrace. $f$ is a geometrical factor explained in Fig. 4.6. The
values for $f$ on different vicinal surfaces can be found in ref. [48]; $f=1/2$ for the ideal
vicinal Pd(11N) surfaces, $n_{\text{row}}(100)+(111)$.
4.6 Local Density of States (LDOS)

The local density of electronic states (LDOS), which is the number of electronic states within energy between \( E \) and \( E + dE \), is an important quantity to analyze the electronic structure. It is defined as,

\[
n(r, \epsilon) = \sum_{i=1}^{\infty} |\varphi_i(r)|^2 \delta(\epsilon - \epsilon_i),
\]

where \( \varphi_i(r) \) is the single-particle eigenfunction of the Kohn-Sham Hamiltonian, and \( \epsilon_i \) is the corresponding eigenvalue. The LDOS exhibits system properties, such as the valence band, conduction band, Fermi energy, bonding region, etc. Based on that, we can determine whether the system is a metal, or insulator or semiconductor. In the LAPW method, the muffin-tin sphere is a convenient local region to calculate the LDOS of different states projected onto the different atoms. Fig. 4.7 shows the correspondingly computed LDOS of fcc bulk Pd. The valence \( d \)-band is nicely discerned and the Fermi-level falls at the upper edge, indicating the high filling characteristic for this late transition metal (TM).

4.7 Surface Core-level Shifts

Apart from the LDOS, surface core-level shifts (SCLS) \[50\] are another important quantity that can be used to investigate the electronic structure of surfaces. Although the core orbitals do not take part in the bonding, they are affected by changes in the
atomic environment, and as such the core level energies are sensitive local probes of changes in the electronic structure in different environments. Core level energies can be measured for both clean and adsorbate-covered surfaces by high resolution core-level photoemission spectroscopy \cite{52}. The SCLS \cite{51}, $\Delta^{SCLS}$, is defined as the difference in energy that is needed to remove a core electron either from the surface or from a bulk atom,

$$\Delta^{SCLS} = [E_{\text{surface}}(n_c - 1) - E_{\text{surface}}(n_c)] - [E_{\text{bulk}}(n_c - 1) - E_{\text{bulk}}(n_c)] , \quad (4.15)$$

where $E_{\text{surface(bulk)}}(n_c)$ is the total energy of the system considered as a function of the number of electrons $n_c$ in a particular core level $c$ of a surface or bulk atom, respectively. In DFT calculations, we can rewrite Eq. 4.15 approximately as,

$$\Delta^{SCLS}_{\text{initial}} = [\epsilon_c^{\text{bulk}} - \epsilon_F^{\text{bulk}}] - [\epsilon_c^{\text{surface}} - \epsilon_F^{\text{surface}}] , \quad (4.16)$$

where, $\epsilon_c^{\text{surface(bulk)}}$ is the KS eigenvalue of the core level $c$ in the surface and bulk, respectively. $\epsilon_F^{\text{surface(bulk)}}$ is the Fermi level in the surface and bulk, respectively. In this SCLS approximation, $\Delta^{SCLS}_{\text{initial}}$ is one contribution to the measurable SCLS in x-ray photoemission spectroscopy (XPS), where the latter comprises in addition also the screening contribution of the valence electrons in response to the created core hole \cite{50}. For a meaningful comparison with the experimental data, a total SCLS taking
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both initial and final state screening effects into account must be used. However, it is not so much this connection to an experimentally accessible quantity that makes us interested in the initial-state SCLS in this work, but rather that the $\Delta_{\text{SCLS}}^{\text{initial}}$ are a very sensitive probe of changes in the local electronic structure of an atom in different environments, which is why we mostly content ourselves here with focusing on the $\Delta_{\text{SCLS}}^{\text{initial}}$ of the 3$d$ Pd core level.

In Fig. 4.9, one can see for both clean Pd(111) and Pd(100) that the 4$d$ band of the first layer atoms is narrower than those of the deeper lying surface layers. This can be rationalized as follows: The width of the band depends on the overlap or hybridization of orbitals with orbitals from neighboring atoms. The higher the coordination, the more overlap and the broader the band. The reduced coordination of the surface atoms leads therefore to a narrowing of the valence d-band. Moreover, because the total number of valence states must be conserved, the narrowed LDOS is enhanced around the Fermi level. In order to keep local charge neutrality, the Pd d-band is therefore also slightly shifted to a higher energy (Fig. 4.8), which induces a positive surface potential shift $[\Delta V(r) = V_{\text{surface}}(r) - V_{\text{bulk}}(r)]$ [51, 53]. Since $\Delta V(r)$ is related with the initial-state SCLS ($\Delta$): $\Delta_{3d} \approx -\int dr \Delta V(r)r^2|R_{3d}(r)|^2$, the changed potential acting on the Pd surface atom 3$d$ core levels generates a negative initial surface core level shift. This would be reversed for surface atoms in an early TM (less than half full d band), where the surface potential shift is negative and a positive 3$d$ initial-state surface core level shift is induced. The computed initial-state surface core level shift of the 3$d$ level is $-0.39$ eV and $-0.50$ eV for the outermost layer of Pd(111) and Pd(100) (with GGA-PBE), respectively. They are therewith much larger than those of the other deeper lying layers, which are nearly zero. Both the LDOS and the SCLS reflect therefore the efficient metallic screening behavior of Pd: Only the first layer atoms are largely affected by the changed coordination and exhibit correspondingly significantly changed parameters. These changes are rapidly screened away by the mobile conduction electrons deeper inside the crystal, and already the 2nd and lower layer atoms approach properties virtually indistinguishable from the ones of bulk atoms. The LDOS of the middle layer atoms in the slab is correspondingly already quite similar to the bulk LDOS (Fig. 4.7).

In addition to the initial SCLS, we need to compute the total SCLS including the final SCLS contribution for comparing with the experimental value. We already know that the final SCLS is induced by the valence screen effect on the creating core in the core level. The screen effect in the energy different in Eq. 4.15 can be determined by the mean value theorem of integration [51],

$$E(n_c - 1) - E(n_c) = \int_{n_c}^{n_c - 1} \frac{\partial E(n')}{\partial n'} dn' \approx -\epsilon_c(n_c - 1/2) . \quad (4.17)$$

In order to implement the final state effect by the DFT calculation, we ionize the interesting core level of atoms by moving 1/2 electron from the core to the valence band.
Figure 4.8: Cartoon using the rectangular $d$-band model to illustrate the $d$-band surface shift in late TM (more than half full $d$ band). In order to maintain the same number of occupied states up to $E_F$, the narrowed surface band (dash shading) shifts up in energy.
Figure 4.9: Local density of states of different layers for Pd(111) [top panel] and Pd(100) [bottom panel]. The LDOS of the outermost layer is significantly narrower than those of the other layers, while the LDOS of the middle layer is already similar to the bulk DOS. Additionally shown are the 3d initial-state surface core level shifts $\Delta_{\text{initial}}^{\text{SCLS}}$ of the corresponding layers.
Chapter 5

First-principles Statistical Mechanics

DFT has proven to be a useful tool to investigate the electronic structure of materials. However, it provides only the total energy and is thus not directly applicable to situations at finite temperature [54]. Moreover, due to the unfortunate scaling of DFT, the accessible system sizes are limited. One would therefore often like to separate off large, but homogenous parts of the system and treat them only as reservoirs. For these cases, a suitable approach is first-principles statistical mechanics in which DFT is combined with concepts from thermodynamics or statistical mechanics. We will use such approaches in this work to account for the effect of realistic gas-phases with pressures of the order of atmospheres and elevated temperatures (ab-initio thermodynamics [55,57,58]), and to account for the effect of configurational entropy in the adsorbate ensemble (ab-initio statistical mechanics).

Figure 5.1: Schematic view of three regimes in the (length,time) space and methods used to simulate the corresponding regimes. The molecular processes occur in the electronic regime, whereas their statistical interplay develops in the mesoscopic and macroscopic regime.
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5.1 Ab-initio Atomistic Thermodynamics

The total energies obtained by DFT correspond to the Helmholtz free energy at \( T = 0 \) K and neglecting the zero-point energy (ZPE). The effect of temperature and the ZPE can be drawn from calculating the potential energy surface (PES) at different atomic positions. A finite gas-phase pressure can be considered by assuming the surface to be in equilibrium with a reservoir exhibiting the appropriate thermodynamic potential.

If we correspondingly extend the surface energy definition of Eq. 4.8, we obtain the surface energy for oxygen adsorption at Pd surfaces in the \((T,p)\) ensemble. Substituting the Gibbs free energy definition \( G(T,p) = E - TS + pV \) into Eq. 4.7, we get

\[
\gamma = \frac{1}{2A} \left( G_{\text{O/Pd(slab)}}(T,p) - N_{\text{Pd}} \mu_{\text{Pd}} - N_{\text{O}} \mu_{\text{O}} \right) ,
\]

(5.1)

where \( \mu_{\text{Pd}} \) and \( \mu_{\text{O}} \) are the chemical potentials of Pd and oxygen atoms, respectively. \( N_{\text{Pd}} \) and \( N_{\text{O}} \) are the number of Pd and O atoms in the adsorption system, respectively. The area \( A \) and the factor 1/2 have the same meaning as in Eq. 4.8. Assuming the surface to be in equilibrium with the underlying metal bulk, \( \mu_{\text{Pd}} \) is determined by the Pd bulk atoms. The vibrational entropic and \( pV \) terms in this bulk Gibbs free energy and the surface Gibbs free energy are rather similar. We therefore approximate the difference between these two quantities entering Eq. 5.1 by their leading total energy terms: \( (G_{\text{O/slab}}(T,p) - N_{\text{Pd}} \mu_{\text{Pd}}) \approx (E_{\text{O/slab}}^{\text{total}} - N_{\text{Pd}} E_{\text{bulk}}^{\text{total}}) \), and then arrive at,

\[
\gamma = \frac{1}{2A} \left( E_{\text{O/Pd(slab)}}^{\text{total}} - N_{\text{Pd}} E_{\text{bulk}}^{\text{total}} - N_{\text{O}} \mu_{\text{O}} \right) .
\]

(5.2)

Subtracting the surface energy of the clean surface, and supposing the number of Pd atoms in the O-covered slab and clean slab to not change, we get the Gibbs free energy of adsorption,

\[
\Delta G(T,p) = \gamma - \gamma_{\text{clean}} \approx -\frac{1}{2A} \left( E_{\text{O/Pd(slab)}}^{\text{total}} - E_{\text{Pd(slab)}}^{\text{total}} - N_{\text{O}} \mu_{\text{O}} \right) .
\]

(5.3)

Assuming the surface in equilibrium with the surrounding gas-phase the \( \mu_{\text{O}} \) can be written as,

\[
\mu_{\text{O}}(T,p) = \frac{E_{\text{O}_2(\text{gas})}^{\text{total}}}{2} + \Delta \mu_{\text{O}} .
\]

(5.4)

Substituting into Eq. 5.3, and exploiting the definition for the binding energy we arrive at,

\[
\Delta G(\Delta \mu_{\text{O}}) = -\frac{1}{2A} \left( E_{\text{O/Pd(slab)}}^{\text{total}} - E_{\text{Pd(slab)}}^{\text{total}} - N_{\text{O}} \left( \frac{E_{\text{O}_2(\text{gas})}^{\text{total}}}{2} + \Delta \mu_{\text{O}} \right) \right) \\
= \frac{N_{\text{O}}}{2A} (E_b + \Delta \mu_{\text{O}}) .
\]

(5.5)
Table 5.1: $\Delta \mu_O(T, p^0)$ in the temperature range of interest to our study. The entropy and enthalpy changes used to obtain $\Delta \mu_O(T, p^0)$ are taken from [59] at $p^0 = 1$ atm.

<table>
<thead>
<tr>
<th>$T$</th>
<th>$\Delta \mu_O(T, p^0)$</th>
<th>$T$</th>
<th>$\Delta \mu_O(T, p^0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 K</td>
<td>-0.08 eV</td>
<td>600 K</td>
<td>-0.61 eV</td>
</tr>
<tr>
<td>200 K</td>
<td>-0.17 eV</td>
<td>700 K</td>
<td>-0.73 eV</td>
</tr>
<tr>
<td>300 K</td>
<td>-0.27 eV</td>
<td>800 K</td>
<td>-0.85 eV</td>
</tr>
<tr>
<td>400 K</td>
<td>-0.38 eV</td>
<td>900 K</td>
<td>-0.98 eV</td>
</tr>
<tr>
<td>500 K</td>
<td>-0.50 eV</td>
<td>1000 K</td>
<td>-1.10 eV</td>
</tr>
</tbody>
</table>

The chemical potential of an oxygen atom in an ideal gas, $\Delta \mu_O(T, p)$, can be obtained using [55]

$$\Delta \mu_O(T, p) = \Delta \mu_O(T, p^0) + \frac{1}{2} k_B T \ln\left(\frac{pO_2}{p^0}\right), \quad (5.6)$$

where $p^0 = 1$ atm, and $\Delta \mu_O(T, p^0)$ can be found in thermochemical tables [59]. We list some values for $\Delta \mu_O(T, p^0)$ of interest to our work in Table 5.1.

Eq. 5.5 can be used in a most straightforward way to determine the most stable surface structure by comparing the stability of different adsorbate phases depending on the gas phase condition, $\Delta \mu_O(T, p)$, and using the surface energy of the corresponding clean slab as reference energy. Fig. 5.2 illustrates this with the phase diagram of oxygen adsorption at the Pd(100) surface, which clearly shows three stable regions: The clean Pd(100) surface, as well as a $p(2 \times 2)$ and a $c(2 \times 2)$ adsorbate phase, which will be explained in more detail below [87–90, 92, 93].

## 5.2 Ab-initio Statistical Mechanics

In the above described formulation, the atomistic thermodynamics approach enables a first consideration of a surrounding environment. It is, however, restricted in its predictive character to those structures that are included in the comparison, i.e. it cannot predict unanticipated stable structures. The neglect of the surface configurational entropy furthermore limits its use for elevated temperature, e.g., order-disorder transitions in the adsorbate ensemble cannot be treated. In order to overcome these shortcomings, we use the first-principles Lattice Gas Hamiltonian (FP-LGH) approach in combination with Monte Carlo (MC) simulations to investigate corresponding phenomena.

### 5.2.1 Canonical Monte Carlo (CMC) [61, 62]

If we first want to explicitly address temperature effects on a fixed adsorbate ensemble, the appropriate ensemble to study thermodynamically is the (NVT) ensemble with
fixed number of particle $N$, fixed volume $V$, and fixed temperature $T$. The central quantity in this so-called canonical ensemble is the partition function,

$$Z = \sum_\nu e^{-E_\nu/k_BT} = \sum_\nu e^{-\beta E_\nu}, \quad (\beta = 1/k_BT) \tag{5.7}$$

where $E_\nu$ are the energies of the system states of interest and $k_B$ is the Boltzmann constant, $1.38 \times 10^{-23}$ J/K.

In this work, these system states of interest are any configuration of the adsorbates on the surface, ordered or disordered. For the moment we neglect vibrational contributions to the free energy, so that these system states are characterized by their total energy $E_\nu$. We will thus intend to evaluate through $Z$ the configurational entropy, and through $F = -kT \ln Z$ the Helmholtz free energy. In more practical terms, we wish to evaluate the expectation value of any observable quantity $Q$ in the corresponding (NVT) ensemble,

$$<Q> = \sum_\nu Q_\nu p_\nu = \frac{1}{Z} \sum_\nu Q_\nu e^{-\beta E_\nu}, \tag{5.8}$$

Figure 5.2: Phase diagram of on-surface oxygen atom adsorption at the Pd(100) surface. At low chemical potentials, the clean Pd(100) surface is the stablest structure ($-\infty, -1.35$); with increasing chemical potential, oxygen atoms start to adsorb at the surface and build a $p(2 \times 2)$ configuration ($-1.35, -0.79$); at further increased chemical potential, the $c(2 \times 2)$ configuration ($-0.79, +\infty$) is coming out.
where, $Q_\nu$ is the value of $Q$ in state $\nu$. The straight idea to calculate $\langle Q \rangle$ is to calculate $Z$, $\sum_\nu Q_\nu e^{\beta E_\nu}$, and get $\langle Q \rangle$. Unfortunately, it is tedious to calculate the integrand, and the scaling is (grid points)$^{\text{dimension}}$ for a grid-based techniques numerical integration. An efficient numerical approach is instead to resort to Monte Carlo (MC) simulations. The basic idea behind Monte Carlo simulations is to simulate the random thermal fluctuations of the system from state to state over the course of an experiment. In principle, one has to average the quantity of interest over all states $\nu$ of the system, and the real $\langle Q \rangle$ is obtained when $\nu \to \infty$. However, this is only tractable for a very small system. For a large system, a much more efficient way would be to average only over the subset of system states, which have the largest contribution to the average quantity. The Monte Carlo technique thus works by choosing a subset of states at random from some probability distribution $p_\nu$ and thereby achieves an importance sampling. Hence, Eq. 5.8 is rewritten as,

$$Q_M = \frac{\sum_{i=1}^M Q_{\nu_i} p_{\nu_i}^{-1} e^{-\beta E_{\nu_i}}}{\sum_{i=1}^M p_{\nu_i}^{-1} e^{-\beta E_{\nu_i}}} ,$$

where, $Q_M$ is an estimator. If $M$ is large enough and nearly all important states are included, $Q_M$ will approach the real $\langle Q \rangle$. Particularly important is to realize that for $Q_M$ to be a good estimator, one does not need the numerator and denominator in Eq. 5.9 to well approximate the infinite sums separately, but for a converged $\langle Q \rangle$ only a well converged ratio of the two is necessary. Metropolis [64] devised an efficient Monte Carlo scheme to sample such a ratio. This so-called Metropolis Algorithm is described as follows:

1. If there are $N$ particles in the system, and its total energy is $E_1$, we can give this configuration a probability distribution, $p_\nu = e^{-E_1 \beta}$.

2. Randomly create a new configuration, and calculate the total energy of the new configuration, $E_2$. If $E_2$ is lower than $E_1$, accept the trial, and update the old configuration to the new one. Otherwise, accept the trial with a probability $(e^{-\beta \Delta E}, \Delta E = E_2 - E_1)$. In practice this is realized by comparing $e^{-\beta \Delta E}$ with a random number (between 0 and 1). If $e^{-\beta \Delta E}$ is larger than the random number, accept the trial, and update the old configuration to the new one, otherwise reject the trial and continue with the old configuration.

3. Add the current configuration to the sums in Eq. 5.9.

4. Loop steps 1 to 3 steps until the estimator is converged to a given precision.

Since the system is allowed to visit any configuration in this scheme, it is clear that a large enough number of trials will enable the system to reach any phase space point of the system if the way to create new configuration is chosen appropriately. Hence, the method is ergodic.

### 5.2.2 Grand-Canonical Monte Carlo (GCMC)
In typical adsorption studies, the adsorbates do not only move at the surface, but also exchange with the gas-phase represented by a constant temperature and pressure. The appropriate ensemble to consider in this case is the grand-canonical ensemble \((\mu VT)\), which means that chemical potential \((\mu)\), volume \((V)\) and temperature \((T)\) are fixed. The Metropolis scheme detailed in the previous sections can be readily extended to evaluate this ensemble as well. The corresponding grand-canonical Monte Carlo procedure is the following for a gas-phase reservoir characterized by the chemical potential \(\Delta \mu(T,p)\) and again disregarding vibrational contributions to the free energy of the adsorbed particles for the time being:

1. Prepare an initial configuration, containing \(N\) particles with total energy of \(E_1\).

2. In the \((\mu TV)\) ensemble, three cases can lead to new trial configurations: redistribution of the fixed number of particles at the surface, remove a particle from the surface, or add a particle to the surface. Each of the procedures has the same probability.

1) Removal: Randomly choose a particle, and move it from the surface to the reservoir. Then, calculate the total energy of this \((N-1)\) particle configuration, \(E_2\), and the energy difference, \(\Delta E = (E_2 + \Delta \mu) - E_1\). If \(\Delta E < 0\), accept the removal. Otherwise, the removal should be accepted with a probability, \(e^{-\beta \Delta E}\).

2) Addition: Randomly select an empty site, and add a particle from the reservoir to this site. The total energy of the new \((N+1)\) particle configuration, \(E_2\), and the energy difference, \(\Delta E = E_2 - (E_1 - \Delta \mu)\), are calculated. If \(\Delta E < 0\), accept this addition. Otherwise, the addition should be accepted by a probability, \(e^{-\beta \Delta E}\).

3) Diffusion: The same procedure as in CMC (see section 5.2.1).

3. Loop steps 1) to 3) until the observable \(Q_M\) is converged to a described accuracy.

A simple numerical test to illustrate the GCMC approach is to evaluate the adsorption isotherm \((\Delta \mu, \theta)\), where \(\theta\) is the coverage, for a lattice gas without lateral interactions. This model can also be evaluated analytically, leading to the Langmuir adsorption isotherm [76],

\[
\theta = \frac{1}{1 + e^{\frac{E_0 - \Delta \mu}{k_B T}}} ,
\]  

Figure 5.3: \(\theta\) vs. \(\Delta \mu\) from the Langmuir adsorption isotherm Eq. 5.10 (red solid line (300 K), red dashed line (800 K)) and GCMC simulation (blue dots (300 K), blue diamond (800 K)), respectively.
analytical curve at \( T = 300 \text{ K} \) and \( 800 \text{ K} \). The simulation cell was a square lattice of dimension \((40 \times 40)\). Based on the probabilities of removal and addition, in the low chemical potential \((\Delta \mu < E_0)\) region, the probability to accept remove a particle from the surface is larger than adding a particle. This leads to \( \theta < 0.5 \text{ ML} \). On the contrary, when \( \Delta \mu \) is larger than \( E_0 \), the probability to accept adding a particle to the surface is larger than removing a particle, and then the coverage is larger than 0.5 ML. At the point, \( \Delta \mu = E_0 \), the probabilities to accept removal and addition are equal and the equilibrium coverage is 0.5 ML. Furthermore, Fig. 5.3 shows that the curve at high \( T \) is more spread than at low \( T \). This reflects the increased configurational entropy contribution at the higher temperature. Nevertheless, all curves must cross the \((E_0, 0.5 \text{ ML})\) point.

### 5.2.3 First-principles Lattice-gas Hamiltonian (FP-LGH)

While the importance sampling achieved by the described Metropolis schemes makes the evaluation of averaged properties in the \((NVT)\) and \((\mu VT)\) ensemble much more efficient, the total number of energy evaluations required is still untraceable for larger systems, if the total energies are provided directly from electronic structure calculations. In addition, due to the periodic boundary conditions the latter can only provide the energetics for ordered adsorbate configurations with rather small unit-cell sizes. For adsorption systems with site-specific adsorption this problem can be solved by resorting to a lattice model and expand the energy of any given configuration in terms of occupations in the lattice. This is the idea behind the Lattice-Gas Hamiltonian (LGH) \([65–67]\) or Cluster Expansion (CE) approach, in which the total energy depends on an infinite expansion in terms of pair interactions, and many-body interactions, such as trio (three-body) interactions, quattro (four-body) interactions, and so on between well defined sites at the surface. As soon as the lateral interaction potentials are known, the total energy can be evaluated by a simple summation for any given configuration on the lattice, so that a manyfold evaluation of this Hamiltonian as required for MC simulations becomes readily possible.

Fig. 5.4 illustrates such a LGH model for adsorption of particles at a fcc (100) surface into the fourfold hollow sites. The LGH is then written (again neglecting vibrational contributions to the free energies for this time being):

\[
E = \sum_{i=1}^{N} E_{\text{on-site}}^{\text{on-site}} n_i + \sum_{i \neq j} V_{p}(i, j)n_in_j + \sum_{i \neq j \neq k} V_{t}(i, j, k)n_in_jn_k + \ldots \quad (5.11)
\]

where, \( E_{\text{on-site}}^{\text{on-site}} \) is the on-site energy, and \( V_p \) and \( V_t \) are pair and trio interactions, respectively. Formally, higher and higher order interaction terms (quattro, quinto, ...)
would follow in this infinite expansion. \( n_i \) is set as 1 or 0 according to site \( i \) being occupied or empty. In the LGH, the periodic boundary condition (Fig 5.5) should be considered in Eq. 5.11, which means that apart from the interactions between atoms in the simulation cell (green arrows), also the interactions with atoms in the neighboring image cells (blue arrows) should be considered.

As has been noted, the LGH expansion is in principle infinite including higher order interaction terms. In practice, the expansion must (and can) be truncated after a finite number of terms. One crucial objective to determine a reliable LGH is thus to identify which terms can be truncated. For a given truncated LGH the accuracy of the predicted total energies depends then on the accuracy of the considered lateral interactions, which is thus the second central objective to fit a reliable LGH. Traditionally, these parameters are adjusted in order to fit a variety of experimental data such as phase diagrams, heats of adsorption, or thermal desorption data. Although useful, such an approach is clearly not necessarily predictive in nature, nor the parameters unique, and may thus not capture the physics of the microscopic processes that are behind the best-fit adjusted effective parameters.

In recent years, algorithmic advances and increased computational power have made it possible to determine the lateral interactions alternatively from first-principles. Most notably, these are approaches that parameterize LGHs with DFT energetics. This is called First-principles LGH approach. In the FP-LGH, various ordered configurations at different coverages are calculated by DFT. For each configuration, the binding energy is expanded as a cluster expansion using Eq. 5.11. The on-site energies and lateral interactions can then be extracted by fitting to a sufficiently large number of such computed binding energies for different configurations. There are thus two crucial aspects that determine the reliability of this approach: One is which and how many lateral interactions play a role in determining accurate total energies. In other words, where should the CE be truncated? And the second one is which and how many DFT calculations are required to identify optimum lateral interactions. Obviously, the two questions are related to each other. In the next two sections, we are going to address these two intertwined topics.

5.2.4 Leave-one-out Cross-validation: Identify Optimum Lateral Figures

Suitable guidance for the question which lateral interactions should be considered in the truncated LGH expansion can be obtained by assessing the predictive character of the expansion. In other words, how well can the energetics of configurations that were
not used in the fitting of the lateral interactions be predicted. Due to the high cost of the underlying DFT calculations, it is not desirable to calculate a larger number of configurations as a test set with which this predictive character can be evaluated. Instead, one would want to use each computed configuration in the actual training set used to determine the lateral interactions. For such cases the predictive character can be assessed through cross-validation (CV) scores. The simplest one, the leave-one-out CV (LOO-CV) is defined as:

\[
CV = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (E_{b}^{\text{DFT}}(i) - E_{b}^{\text{LGH}}(i))^2}.
\]  

(5.12)

where \( N \) is the number of calculated ordered configurations. \( E_{b}^{\text{DFT}}(i) \) and \( E_{b}^{\text{LGH}}(i) \) are the binding energies of the \( i \)th configuration by DFT calculation and evaluated from the LGH expression for this configuration, respectively. This method means that least-squares fitting (LSF) is applied on \((N-1)\) configurations to get the lateral interactions, and the remaining configuration is used to check the fitting data with an expected error. In more detail, the procedure of LOO-CV is: First, calculate \( N \) ordered configurations by DFT, and prepare a large pool of lateral interaction figures (like Fig. 5.4 or Fig. 6.1) according to the studied system. Second, randomly choose \( m \) lateral interaction figures from the pool. Instead of fitting them by least-square-fitting using ALL calculated configurations, leave the \( i \)th configuration out, use the rest \((N-1)\) configurations to fit the selected \( m \) figures by LSF, use the left out configuration to check the fitting data and get one expected error, \((E_{b}^{\text{DFT}}(i) - E_{b}^{\text{LGH}}(i))^2\). Then leave another configuration out, and fit the same \( m \) figures by the now remaining \((N-1)\) configurations by LSF, use the left out configuration to check the new fitting data and get another expected error. This loop is run until each configuration has been left out once and finally all expected errors are summed and averaged to produce the final CV score for the considered set of \( m \) lateral interactions. Then choose another group of \( m \) figures from the cluster pool, start anew, and get another CV score. This is equally done for all sets with \( m - 1, m + 1, m - 2, m + 2 \) etc. lateral interactions and finally the set of lateral interactions with the smallest CV score is identified as the optimum one.

### 5.2.5 Direct Enumeration: Validate the Set of DFT Input Structures

The LOO-CV identifies the optimum set of lateral interaction figures that minimizes the fitting errors for a given set of calculated configurations. This leaves the question, whether the configurations provide an ideal and sufficient set of input structures. One possibility to check on this is by assessing whether the LGH predicts the same set of ordered ground-state structures at \( T=0 \) K than the DFT input data. For our adsorption studies this is suitably evaluated through the formation energy, \( \Delta E_f \) [69],
which is in general defined as an excess energy with respect to the equivalent amounts of pure constituents,

\[ \Delta E_f = \frac{1}{N_t} [E_{O/\text{slab}}^{\text{total}} - \theta E_{O/\text{slab}}^{(1\times1)-O/\text{slab}} - (1 - \theta) E_{\text{slab}}^{\text{total}}] . \quad (5.13) \]

As in Eq. 4.9, \( E_{O/\text{slab}}^{\text{total}} \) is the total energy for a specific adsorbate configuration with \( N_O \) O atoms per surface unit-cell (corresponding to a coverage \( \Theta = N_O/N_t \) with \( N_t \) the number of sites per surface unit-cell), \( E_{\text{slab}}^{\text{total}} \) is the total energy of the clean surface, and \( E_{O/\text{slab}}^{(1\times1)-O/\text{slab}} \) is the total energy of the full monolayer \( (1 \times 1) \)-O configuration. With this definition, \( \Delta E_f \) reflects the relative stability of a particular configuration with respect to phase separation into a fraction \( \theta \) of the full monolayer configuration and a fraction \( (1 - \theta) \) of the clean surface, and we can relate it to the binding energy of the configuration by

\[ \Delta E_f = \theta \left[ E_{b,O/\text{slab}} - E_{b,(1\times1)-O/Pd(100)} \right] . \quad (5.14) \]

Plotting the formation energy vs. coverage is very convenient to determine the DFT ground state line (or convex hull) [78]. As illustrated in Fig. 5.6, assume there are two stable configurations \((\theta_1, \Delta E_{f1})\) and \((\theta_2, \Delta E_{f2})\), and they define the DFT ground state line (dashed line in Fig. 5.6). Any formation energy \((\Delta E_{f0})\) of a configuration at any coverage \((\theta_0)\) that lies on the dashed line can be easily derived by

\[ \Delta E_{f0} = \frac{\Delta E_{f2} - \Delta E_{f1}}{\theta_2 - \theta_1} \times \theta_0 . \quad (5.15) \]

Therefore, the ground state line divides the whole \((\theta, \Delta E_f)\) space into an unstable configuration region above the DFT ground line, and a stable configuration region below the line at least with respect to the existing DFT data (which here comprises only two configurations). If we now compute a third configuration \((\theta_3, \Delta E_{f3})\) that lies below the ground-state line a new stable structure is found and the convex hull/ground-state line must be redrawn (solid line in Fig. 5.6). For any newly computed configuration we can thus quickly assess whether it constitutes a stable structure at \( T = 0 \) K or not.

The LGH expansion should obviously predict the same stable structures as the DFT input data. An additional benefit is that with the LGH many more configurations within much larger unit-cells can be computed. By directly enumerating all such configurations within unit-cells with a certain maximum area, one can quickly check the consistency of the LGH with the DFT data. If there is LGH configuration that
leaks below the DFT ground-state line, the corresponding structure is obviously an important motif not yet included in the DFT input data set or it is an artifact of the present LGH expansion. In either case, this identifies a structure (or structural motif) that should be computed and included in the DFT input data set. For a refined LGH based on this new input data set, the procedure is repeated and again checked whether it predicts structures below the DFT ground-state line. This iterative scheme is done until DFT and LGH predict a consistent set of ground-state structures.

5.2.6 Two Properties to Monitor Phase Transitions: \(\Psi\) and \(C_V\)

Using a validated first-principles LGH in either canonical or grand-canonical MC simulations enables the study of critical phenomena at surfaces, like the order-disorder transition in the adsorbate ensemble. For this two central quantities that we will evaluate in the MC simulations are order parameters sensitive to the lateral periodicities at the surface (\(\Psi\))\(^{[70–73]}\) and the specify heat capacity (\(C_V\)).

Corresponding order parameters can be derived from Fourier theory for the periodicity of the ordered configuration of interest. Considering our two-dimensional periodic surfaces, the Fourier transformation should act on each dimension of the surface unit-cell. In this work, we are only interested in surface unit-cells with equal periodicity in both dimensions. We can correspondingly concentrate on a square Fourier matrix \(F\) \(^{[68]}\) written as:

\[
F = \begin{pmatrix}
w^{0\cdot 0} & w^{0\cdot 1} & \cdots & w^{0\cdot (N_{FFT}-1)} \\
w^{1\cdot 0} & w^{1\cdot 1} & \cdots & w^{1\cdot (N_{FFT}-1)} \\
& \ddots & \ddots & \ddots \\
w^{(N_{FFT}-1)\cdot 0} & w^{(N_{FFT}-1)\cdot 1} & \cdots & w^{(N_{FFT}-1)\cdot (N_{FFT}-1)}
\end{pmatrix}, \quad (5.16)
\]

where \(w^{r\cdot c} = e^{-\frac{r\times c\times 2\pi i}{N_{FFT}}}\); \(N_{FFT}\) indicates the periodicity in units of the surface unit-cell vector. In order to make a suitable transform according to our magnetization matrix \(M\) defined later, the Fourier transformed matrix \(R\) is written as, \(^{[68]}\)

\[
R = F \ast (F \ast M^T)^T. \quad (5.17)
\]

where the superscript \(T\) denotes transposed the matrices transport without conjugation, which means that the operation only exchanges the rows and columns.

In our case the ordered arrangements of interest are \(p(2 \times 2)\) and \(c(2 \times 2)\) ordered adlayers as depicted in Fig. 5.7. In order to evaluate a suitable order parameter we apply the so-called renormalization group \(^{[70, 75]}\), which divides the unit cell into several sub-lattices, \(a, b\ etc\) (Fig. 5.7). Supposing there are \(N_{sub}\) sub-lattices, we use \(M_a, M_b\ etc\) to indicate the total magnetization of the corresponding sub-lattices.
The magnetization value of each site is 1 or -1 depending if the sites are occupied or empty. The magnetization matrix of a configuration cell is thus expressed by a \((N_{\text{sub}} \times N_{\text{sub}})\) size matrix,

\[
M = \frac{1}{N_{\text{sub}}} \begin{pmatrix}
M_a & M_b & \ldots \\
\ldots & \ldots & \ldots \\
\ldots & \ldots & \ldots 
\end{pmatrix},
\]

which has the same arrangement in its rows and columns as the unit-cell lattice at the surface. Correspondingly, the Fourier transform is written as a \((N_{\text{sub}} \times N_{\text{sub}})\) matrix as well. After transforming Eq. 5.17, the remaining non-zero elements in the matrix \(R\) compare to the frequencies, and are partly degenerate. Summing all these non-zero parts and normalizing so that the stable arrangement yields an order parameter of 1, we arrive at the final order parameter \(\Psi\).

If we apply this general recipe to the \(p(2 \times 2)\) ordered arrangement shown in the left panel of Fig. 5.7, we identify first \(N_{\text{sub}}=4\) sub-lattices, \(a, b, c\) and \(d\). \(M_a, M_b, M_c\) and \(M_d\) are the corresponding magnetizations of the \(a, b, c\) and \(d\) sub-lattices in the simulation cell, respectively, and the magnetization matrix reads,

\[
M_{p(2\times2)} = \frac{1}{4} \begin{pmatrix}
M_a & M_b & M_a & M_b \\
M_c & M_d & M_c & M_d \\
M_a & M_b & M_a & M_b \\
M_c & M_d & M_c & M_d
\end{pmatrix},
\]

Correspondingly, we can write its Fourier matrix as,

\[
F_{p(2\times2)} = \begin{pmatrix}
1 & 1 & 1 & 1 \\
1 & e^{-\frac{\pi i}{2}} & e^{-\pi i} & e^{-\frac{3\pi i}{2}} \\
1 & e^{-\pi i} & e^{-2\pi i} & e^{-\pi i} \\
1 & e^{-\frac{3\pi i}{2}} & e^{-\pi i} & e^{-\frac{\pi i}{2}}
\end{pmatrix}.
\]

Substituting \(M_{p(2\times2)}\) and \(F_{p(2\times2)}\) into Eq. 5.17, we get,

\[
R_{p(2\times2)} = \begin{pmatrix}
M_a + M_b + M_c + M_d & 0 & M_a - M_b + M_c - M_d & 0 \\
0 & 0 & 0 & 0 \\
M_a + M_b - M_c - M_d & 0 & M_a - M_b - M_c + M_d & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}.
\]

Neglecting the constant part, \(M_a + M_b + M_c + M_d = \theta \cdot N_t\) \((N_t:\) the total number of sites in the simulation cell), the order parameter at 0.25 ML can be written as,

\[
\Psi_{p(2\times2)} = \sqrt{(\Psi_1)^2 + (\Psi_2)^2 + (\Psi_3)^2},
\]

where \(\Psi_1 = M_a - M_b + M_c - M_d, \Psi_2 = M_a + M_b - M_c - M_d,\) and \(\Psi_3 = M_a - M_b - M_c + M_d.\) Normalizing Eq. 5.22 to the most stable configuration, \(p(2 \times 2)\) (left panel in Fig. 48...
5.7), which gives \( M_a = \frac{N_t}{4} \) and \( M_b = M_c = M_d = -\frac{N_t}{4} \), we thus obtain \( \Psi_{\text{max}}^{p(2 \times 2)} = \frac{3}{4N_t} \).

Correspondingly, Eq. 5.22 is rewritten as,

\[
\Psi_{p(2 \times 2)} = \frac{3}{4N_t} \sqrt{(\Psi_1)^2 + (\Psi_2)^2 + (\Psi_3)^2} .
\]

(5.23)

In the same spirit, for the \( c(2 \times 2) \) ordered arrangement shown in the right panel in Fig. 5.7, we can identify 2 sub-lattices, \( N_{\text{sub}}=2 \), and the magnetization matrix is,

\[
M_{c(2 \times 2)} = \frac{1}{2} \begin{pmatrix} M_a & M_b \\ M_b & M_a \end{pmatrix} .
\]

(5.24)

Correspondingly, its Fourier matrix is,

\[
F_{c(2 \times 2)} = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} .
\]

(5.25)

Substituting \( M_{c(2 \times 2)} \) and \( F_{c(2 \times 2)} \) into Eq. 5.17, we get,

\[
R_{c(2 \times 2)} = \begin{pmatrix} M_a + M_b & 0 \\ 0 & M_a - M_b \end{pmatrix} .
\]

(5.26)

Neglecting the constant part, \( M_a + M_b = \theta \cdot N_t \) (\( N_t \): the total number of sites in the simulation cell), its order parameter is written as, \( \Psi_{c(2 \times 2)} = \sqrt{(M_a - M_b)^2} \), where \( M_a \) and \( M_b \) indicate the total magnetization of \( a \) and \( b \) sub-lattices in the simulation cell, respectively. Normalizing this formula to the most stable \( c(2 \times 2) \) configuration at this coverage, which gives \( M_a = \frac{N_t}{2} \) and \( M_b = -\frac{N_t}{2} \), we thus obtain \( \Psi_{c(2 \times 2)}^{\text{max}} = \frac{1}{N_t} \) and arrive at the final order parameter at 0.5 ML,

\[
\Psi_{c(2 \times 2)} = \frac{1}{N_t} \sqrt{(M_a - M_b)^2} .
\]

(5.27)

Such order parameters are perfect to determine the critical temperature for the order-disorder transition, if the periodicity of the ordered structure is known. Essentially, these order parameters are equivalent to the superstructure spot intensities in low-energy electron diffraction (LEED) experiments [74]. However, if the periodicity of the ordered structure is unknown, monitoring the specific heat capacity \( C_V \) is another suitable approach, which is instead sensitive to the mean squared fluctuations in energy [75]. This quantity is defined as,

\[
C_V = \frac{< E^2 > - < E >^2}{k_B T^2} = \frac{\sum_M E^2 - (\sum_M E)^2}{k_B T^2} ,
\]

(5.28)
Figure 5.7: Schematic top view illustrating the division into sub-lattices for the \( p(2 \times 2) \) (left panel) and \( c(2 \times 2) \) structures (right panel) on a fcc (100) surface. There are 4 and 2 sub-lattices for the \( p(2 \times 2) \) and \( c(2 \times 2) \) configurations, respectively. \( a, b, c \) or \( d \) indicate the name of one kind of sub-lattice. (Large spheres Pd atoms, small spheres O adatoms)

Figure 5.8: Illustration of how the order parameter \( \Psi \) (upper panel) and the specific heat \( C_V \) (lower panel) identify the order-disorder transition of a \( p(2 \times 2) \) structure at a cubic (100) surface with \( \theta = 0.25 \text{ ML} \). As a toy model we consider a strongly repulsive first nearest neighbor pair interaction (-200 meV) and a smaller repulsive second nearest neighbor pair interaction (-50 meV) between adatoms adsorbed into the hollow sites of the (100) surface. Evaluating \( \Psi \) and \( C_V \) over \( 10^8 \) MC steps and in a \( (60 \times 60) \) simulation cell, both properties yield a critical temperature (taken from the inflection point for \( \Psi \) and from the peak for \( C_V \)) that is identical to within 40 K.
where, $< E >$ and $< E^2 >$ are the average energy and the mean squared energy, respectively, and $M$ is the number of MC steps. Fig. 5.8 illustrates an example of how $\Psi$ and $C_V$ identify the order-disorder transition.

Furthermore, for a (100) surface including one (111) step, in order to study the (111) step effects on the mesoscopic adsorption properties at the (100) surface, we need to define a property that is sensitive to the local environment. For this we employ the specific heat per atom resolved for each row parallel to the (111) step, $C_{V, \text{row}}$. Since the number of atoms in each row is then no longer constant during the MC simulation we thus rewrite Eq. 5.28 as

$$C_{V, \text{row}} = \frac{1}{kT^2} \left[ \frac{\sum_{i=1}^{M} \left( \frac{E_{\text{row}}^{i,j}}{\sqrt{N_{\text{row}}^{i,j}}} \right)^2}{M} - \left( \frac{\sum_{i=1}^{M} E_{\text{row}}^{i,j}}{M} \right)^2 \right], \quad (5.29)$$

where, $N_{\text{row}}^{i,j}$ and $E_{\text{row}}^{i,j}$ are the number of atoms and the total energy in the $j$th row at the $i$th MC step. (See the test for O-Pd(100) in Appendix D.)
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Part II

Ordering Behavior of Oxygen Atoms at the Pd(100) Surface
Chapter 6

On the Accuracy of First-Principles Lateral Interactions: Oxygen at Pd(100)

Lateral interactions between species adsorbed at solid surfaces are crucial microscopic quantities that have been the target of surface science studies for a long time.[76] These interactions govern both the equilibrium, as well as the non-equilibrium ordering behavior of the adsorbates, and thereby critically influence the surface function and properties in important applications like heterogeneous catalysis. Traditionally, considerable efforts have been devoted to determine lateral interactions empirically from experimental data, e.g. from temperature programmed desorption or low energy electron diffraction (LEED) measurements. In order to simplify the inherently indirect determination from sparse experimental data, the assumption of exclusively pairwise interactions between the adsorbed species has often been applied. As we described in Chapter 5, an emerging alternative is to determine the lateral interactions within a first-principles LGH approach. Since the accuracy of the determined lateral interactions should be of the order of $k_B T$ to properly describe the thermal ordering, a concern with this approach has been whether the employed first-principles energetics is actually accurate enough.

Within this context, the work described in this chapter has a methodological and a materials science motivation. The methodological motivation is to scrutinize both the assumption of exclusively pairwise interactions, and the accuracy with which the first-principles LGH approach can provide the lateral interactions. For this purpose we concentrate on a simple model case, namely the on-surface ordering of atomic adsorbates at a (100) cubic surface, for which extensive studies with model interactions have already been performed.[79–86] To make contact with a specific material and with experiment, we specifically choose the on-surface adsorption of oxygen at Pd(100), for which detailed experimental data on the ordering behavior is available [87]. Since in this system higher oxygen coverages above $\theta \sim 0.5$ monolayers [ML, defined with respect to the number of Pd atoms in one layer of Pd(100)] induce structures containing
incorporated oxygen atoms [87–91], we concentrate on the low coverage regime. For this regime, two ordered structures have hitherto been characterized experimentally [87–90, 92, 93]: A \( p(2 \times 2) \)-O structure at 0.25 ML and a \( c(2 \times 2) \)-O structure at 0.5 ML, both with O adsorbed in the on-surface fourfold hollow sites. The material science motivation of our first-principles LGH study is then to extract the lateral interactions operating between the adsorbed O atoms at the surface and to study the ordering behavior they imply. Specifically, this is to see whether we can confirm the experimentally determined ordered structures, as well as the critical temperatures for the order-disorder transition in the low coverage regime.

### 6.1 Computational Details

#### 6.1.1 Lattice-Gas Hamiltonian for O-Pd(100)

Employing the concept of a lattice-gas Hamiltonian for the O-Pd(100) system, the total free binding energy of any configuration is expanded into a sum of discrete interactions between the on-surface hollow lattice sites. For this one component system with only one site type, this energy reads

\[
N_O F_b = F_{b}^{\text{on-site}} \sum_i n_i + \sum_{u=1}^r V_{u,p} \sum_{(i<j)_u} n_i n_j + \sum_{u=1}^q V_{u,t} \sum_{(i<j<k)_u} n_i n_j n_k + \ldots , \tag{6.1}
\]

where the site occupation numbers \( n_i = 0 \) or 1 indicate whether site \( i \) in the lattice is empty or occupied, with a total of \( N_O \) sites occupied, and \( F_{b}^{\text{on-site}} \) is the free energy of an isolated species at the hollow lattice site, including static and vibrational contributions. There are \( r \) pair interactions with two-body (or pair) interaction energies \( V_{u,p} \) between species at \( u \)th nearest neighbor sites, and \( q \) trio interactions with \( V_{u,t} \) three-body interaction energies. The sum labels \( (i < j)_u \) [and \( (i < j < k)_u \)] indicate that the sums run over all pairs of sites \( (ij) \) (and three sites \( (ijk) \)) that are separated by \( u \) lattice constants, and the summation is done such, that each pair (or trio) of occupied sites contributes exactly once to the lattice energy.[94]

To quantify the effect that truncating the infinite expansion in Eq. 6.1 has on the accuracy, we rely on the concept of leave-one-out cross validation (LOO-CV) to identify the most important interactions out of a larger pool of possible interactions. Figure 6.1 illustrates the lateral interactions contained in this pool, which range from pair interactions up to the fifth nearest neighbor, via all trio interactions up to second nearest neighbor, to several compact quattro and one quinto interaction. The pool focuses thus on short- to medium-ranged interactions. Interactions at larger distances can be substrate-mediated elastic or of electronic origin [95], but for the present system we do not expect such interactions to play a role on the accuracy level of interest to this study.
6.1.2 Static and Vibrational Average Binding Energy

In order to generate a quantitatively accurate LGH, we parameterize the unknown lateral interaction energies contained in the LGH by first-principles calculations. The central quantities required for this parameterization are computed average free binding energies for a set of ordered configurations of O adsorbed at Pd(100). We write this average free binding energy as

\[ F_b(T) = E_b + F_b^{\text{vib}}(T), \tag{6.2} \]

separating the total and vibrational contributions, \( E_b \) and \( F_b^{\text{vib}}(T) \) respectively. The former contribution is obtained from Eq. 4.9. In order to determine the vibrational contribution to the average free binding we use the phonon density of states \( \sigma(\omega) \) and
write the vibrational free energy as
\[
F_{\text{vib}}(T) = \int d\omega \, F(T, \omega) \, \sigma(\omega)
\]
where
\[
F_{\text{vib}}(T, \omega) = \frac{\hbar \omega}{2} \left( 1 + \frac{1}{e^{\beta \hbar \omega} - 1} \right) - k_B T \left[ \frac{\beta \hbar \omega}{e^{\beta \hbar \omega} - 1} - \ln(1 - e^{-\beta \hbar \omega}) \right]
\]
is the vibrational free energy of an harmonic oscillator of frequency \(\omega\). \[55\] \(k_B\) is the Boltzmann constant, and \(\beta = 1/(k_B T)\) the inverse temperature. The vibrational contribution to the average binding energy can then be written in exactly the same way as Eq. 4.9, namely
\[
F_{\text{vib}}^b(T) = -\frac{1}{N_O} \left[ F_{\text{vib}}^{O/Pd(100)}(T) - F_{\text{vib}}^{Pd(100)}(T) - \frac{N_O}{2} F_{\text{vib}}^{O_2(gas)}(T) \right]
\]
(6.5)

To evaluate this contribution in practice one must thus determine the difference of the surface phonon density of states of the adsorbate covered and of the clean surface, \(\sigma_{O/Pd(100)}(\omega)\) and \(\sigma_{Pd(100)}(\omega)\) respectively, as well as the vibrational frequencies of the gas phase molecule contained in \(\sigma_{O_2(gas)}(\omega)\).

### 6.1.3 Total Energy Calculations

The total energies required to evaluate Eq. 4.9 are obtained by DFT calculations within the (L)APW +lo scheme [33], using the (GGA-PBE) [18] for the exchange-correlation functional. All surface structures are modeled in a supercell geometry, employing fully-relaxed symmetric slabs (with O adsorption on both sides of the slab) consisting of five (100) Pd layers with an optimized bulk lattice constant of \(a = 3.947\) Å (neglecting bulk zero-point vibrations) (see Appendix A). A vacuum region of \(\geq 10\) Å ensures the decoupling of consecutive slabs. The (L)APW+lo basis set parameters are listed as follows (see Appendix B): Muffin tin spheres for Pd and O are \(R_{\text{MT}}^{\text{Pd}} = 2.1\) bohr and \(R_{\text{MT}}^{\text{O}} = 1.1\) bohr, respectively. The wave function and potential expansion inside the muffin tin spheres is done up to \(l_{\text{max}}^{\text{wf}} = 12\) and \(l_{\text{max}}^{\text{pot}} = 6\). The energy cutoff of the plane wave expansion in the interstitial region between the muffin tin spheres is \(E_{\text{cutoff}}^{\text{wf}} = 20\) Ry for the wave functions and \(E_{\text{cutoff}}^{\text{pot}} = 196\) Ry for the potential. Monkhorst-Pack (MP) grids are used for the Brillouin zone integrations. Specifically, we use a \((12 \times 12 \times 1)\) grid for the calculation of \((1 \times 1)\) surface unit-cells. For the larger surface cells, care is taken to keep the reciprocal space point sampling identical by appropriately reducing the employed k-meshes.

For the calculation of the adsorbate vibrational modes, the dynamical matrix is set up by displacing the O atom from its equilibrium position in \(0.05\) Å steps. Anticipating
Table 6.1: Calculated binding energies $E_b$ (in meV/O atom) for O adsorption in on-surface hollow or bridge sites. The nomenclature and geometric arrangement in the surface unit-cell for the five ordered adlayers at hollow sites are explained in Fig. 6.2.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>(3 × 3)-O</th>
<th>$p(2 \times 2)$-O</th>
<th>$c(2 \times 2)$-O</th>
<th>(2 $\times$ 2)-3O</th>
<th>(1 $\times$ 1)-O</th>
</tr>
</thead>
<tbody>
<tr>
<td>hollow</td>
<td>1249</td>
<td>1348</td>
<td>1069</td>
<td>643</td>
<td>344</td>
</tr>
<tr>
<td>bridge</td>
<td>1024</td>
<td>961</td>
<td>801</td>
<td>573</td>
<td>378</td>
</tr>
</tbody>
</table>

a good decoupling of the vibrational modes due to the large mass difference between Pd and O, the positions of all atoms in the substrate below the adsorption site are kept fixed in these calculations. The frequencies and normal modes are then obtained by subsequent diagonalization of the dynamic matrix.

### 6.1.4 Monte Carlo Simulations

Once a reliable set of interactions has been established, evaluating the LGH for any configuration on the lattice corresponds merely to performing an algebraic sum over a finite number of terms, cf. Eq. 6.1. Due to this simplicity, the LGH can be employed to evaluate the system partition function. Here this is done by canonical Monte Carlo (CMC) simulations for O coverages up to $\theta = 0.5$ ML. The employed lattice size was $(40 \times 40)$ with periodic boundary conditions (see Appendix D). Metropolis sampling used 2000 MC passes per lattice site for equilibration, followed by 10000 MC passes per site for averaging the thermodynamic functions. Increasing any of these numerical parameters led to identical results on the accuracy level of interest to this study, i.e. here primarily critical temperatures that are converged to within 5-10 K.

For fixed coverage on the surface, ordered structures are identified by evaluating order parameters sensitive to lateral periodicities. We compute the $p(2 \times 2)$ [$\Psi_p(2 \times 2)$, Eq. 5.23] and $c(2 \times 2)$ [$\Psi_c(2 \times 2)$, Eq. 5.27] order parameters as a function of temperature, and the critical temperature for the order-disorder transition is defined by the inflection point where $\Psi_p(2 \times 2)$ or $\Psi_c(2 \times 2)$ go to zero. In parallel, we also derive the critical temperature from evaluating the specific heat, obtaining values that are identical to within 10 K with those inferred from the order parameters (see Appendix D).
6.2 First-Principles Lattice-gas Hamiltonian for O at Pd(100)

6.2.1 Energetics of On-Surface Adsorption

Owing to the tendency of oxygen atoms to prefer highly coordinated binding sites at late transition metal surfaces, the high-symmetry fourfold hollow sites appear as the most likely adsorption sites at Pd(100). On the other hand, one cannot exclude a priori that the twofold bridge sites are not also metastable, i.e. local minima of the potential energy surface. To test this, we slightly displaced a bridge site O adatom in a $p(2 \times 1)$ configuration [(hol-hol)-2 in Table 6.1] laterally towards a neighboring hollow site. The resulting forces relaxed the adatom back to the ideal bridge position, so that at least in this configuration the bridge site is not just a mere transition state, i.e. a saddle point of the potential energy surface. As this might also be true for bridge site adsorption in other (local) O adatom arrangements, we calculated the binding energetics of O atoms in the fourfold hollow and in the twofold bridge sites for 5 different ordered overlayers spanning the coverage range up to one ML. The periodicities of these overlayers are explained for the case of hollow site adsorption in Fig. 6.2, and Table 6.1 summarizes the calculated binding energies.

For lower coverages the fourfold hollow site is energetically clearly more stable, which suggests an insignificant contribution of bridge sites to the ordering behavior at coverages up to around 0.5 ML, even if the latter are always metastable sites. Although the reversal of the energetic order between hollow and bridge sites at $\theta = 1$ ML seen in Table 6.1 is intriguing, it clearly occurs in a coverage range where surface oxide formation and eventually three-dimensional oxide cluster growth takes place.\[90, 91\] Since our interest lies in the on-surface ordering behavior at low coverages, we will therefore focus the LGH expansion for the moment exclusively on adsorption into the fourfold hollow sites, and return to the role of bridge site O atoms in section 6.2.4.

As the next step in the LGH parameterization, average binding energies for different ordered configurations with O atoms in on-surface hollow sites and with surface unit-cells up to $(3 \times 3)$ were correspondingly computed (Table 6.2, and Appendix E).
Table 6.2: Binding energy ($E_b^{\text{DFT}}$) for ordered O-Pd(100) configurations with O in the hollow sites at various coverages ($\theta$) and using different functionals (GGA and LDA) and different energy cutoffs. The last two configurations are used to test the derived optimum lateral interaction figures (see text). Top views of all structures can be found in Appendix E.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$\theta$ (ML)</th>
<th>$E_b$ (meV/O atom)</th>
<th>GGA-PBE</th>
<th>LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$E_b^{18 \text{ Ry}}$</td>
<td>$\Delta E_b^{18 \text{ Ry}}$</td>
<td>$E_b^{20 \text{ Ry}}$</td>
</tr>
<tr>
<td>(hol-hol)-1</td>
<td>1/9</td>
<td>1320 0</td>
<td>1249 0</td>
<td>1208 0</td>
</tr>
<tr>
<td>(hol-hol)-2</td>
<td>1/4</td>
<td>1409 88</td>
<td>1349 100</td>
<td>1312 104</td>
</tr>
<tr>
<td>(hol-hol)-3</td>
<td>1/2</td>
<td>1127 -194</td>
<td>1069 -180</td>
<td>1033 -175</td>
</tr>
<tr>
<td>(hol-hol)-4</td>
<td>3/4</td>
<td>701 -619</td>
<td>644 -605</td>
<td>610 -598</td>
</tr>
<tr>
<td>(hol-hol)-5</td>
<td>1</td>
<td>405 -915</td>
<td>345 -905</td>
<td>310 -898</td>
</tr>
<tr>
<td>(hol-hol)-6</td>
<td>1/2</td>
<td>960 -361</td>
<td>897 -352</td>
<td>861 -347</td>
</tr>
<tr>
<td>(hol-hol)-7</td>
<td>1/3</td>
<td>900 -420</td>
<td>839 -411</td>
<td>802 -406</td>
</tr>
<tr>
<td>(hol-hol)-8</td>
<td>2/3</td>
<td>808 -512</td>
<td>750 -499</td>
<td>714 -493</td>
</tr>
<tr>
<td>(hol-hol)-9</td>
<td>1/6</td>
<td>1355 35</td>
<td>1296 47</td>
<td>1257 49</td>
</tr>
<tr>
<td>(hol-hol)-10</td>
<td>1/3</td>
<td>1261 -59</td>
<td>1204 -45</td>
<td>1167 -41</td>
</tr>
<tr>
<td>(hol-hol)-11</td>
<td>1/3</td>
<td>1253 -67</td>
<td>1193 -56</td>
<td>1155 -53</td>
</tr>
<tr>
<td>(hol-hol)-12</td>
<td>1/2</td>
<td>955 -365</td>
<td>900 -349</td>
<td>864 -343</td>
</tr>
<tr>
<td>(hol-hol)-13</td>
<td>1/2</td>
<td>1071 -249</td>
<td>1013 -236</td>
<td>977 -231</td>
</tr>
<tr>
<td>(hol-hol)-14</td>
<td>2/3</td>
<td>781 -539</td>
<td>723 -526</td>
<td>687 -521</td>
</tr>
<tr>
<td>(hol-hol)-15</td>
<td>2/3</td>
<td>1377 57</td>
<td>1316 57</td>
<td>1277 70</td>
</tr>
<tr>
<td>(hol-hol)-16</td>
<td>1/8</td>
<td>1377 57</td>
<td>1316 57</td>
<td>1277 70</td>
</tr>
<tr>
<td>(hol-hol)-17</td>
<td>1/4</td>
<td>1275 -45</td>
<td>1219 -31</td>
<td>1182 -26</td>
</tr>
<tr>
<td>(hol-hol)-18</td>
<td>1/4</td>
<td>1216 -104</td>
<td>1156 -93</td>
<td>1118 -90</td>
</tr>
<tr>
<td>(hol-hol)-19</td>
<td>1/4</td>
<td>1377 57</td>
<td>1317 68</td>
<td>1279 71</td>
</tr>
<tr>
<td>(hol-hol)-20</td>
<td>3/8</td>
<td>1223 -97</td>
<td>1162 -88</td>
<td>1127 -80</td>
</tr>
<tr>
<td>(hol-hol)-21</td>
<td>5/8</td>
<td>868 -452</td>
<td>811 -438</td>
<td>775 -432</td>
</tr>
<tr>
<td>(hol-hol)-22</td>
<td>2/9</td>
<td>1201 -119</td>
<td>1135 -114</td>
<td>1096 -111</td>
</tr>
<tr>
<td>(hol-hol)-23</td>
<td>2/9</td>
<td>1301 -20</td>
<td>1237 -12</td>
<td>1199 -9</td>
</tr>
<tr>
<td>(hol-hol)-24</td>
<td>4/9</td>
<td>1089 -231</td>
<td>1026 -223</td>
<td>997 -221</td>
</tr>
<tr>
<td>(hol-hol)-26</td>
<td>2/3</td>
<td>781 -539</td>
<td>719 -530</td>
<td>682 -526</td>
</tr>
<tr>
<td>(hol-hol)-27</td>
<td>2/3</td>
<td>768 -552</td>
<td>706 -543</td>
<td>668 -539</td>
</tr>
</tbody>
</table>
Figure 6.3: Coverage (θ) dependence of the calculated DFT binding energies of the 25 ordered configurations with O atoms in on-surface hollow sites listed in Table 6.2.

Despite our focus on the lower coverage regime, the set does comprise structures with coverages up to 1 ML, since these structures are required during the LGH parameterization to determine in particular the higher-order many-body interactions occurring in (locally) denser adatom arrangements. In most cases configurations that we initially prepared with high coverage of on-surface O atoms were truly metastable, in the sense that they relaxed into geometries where all O atoms remained in the on-surface hollow sites. However, some structures directly relaxed into geometries with O incorporated below the first Pd layer. Since the O-O interaction in these structures does not correspond to the physical situation we want to describe (and would thus mess up the chosen LGH), we excluded these configurations from our set (using a strongly enlarged Pd first interlayer distance as criterion). This left a set of 25 configurations with on-surface O atoms, which was subsequently used in the parameterization of the LGH. The binding energy data of this set is compiled in Table 6.2 and Fig. 6.3, and indicates already overall strongly repulsive lateral interactions, which reduce the binding energy with increasing coverage by up to 1 eV.

### 6.2.2 Lateral Interactions

In order to determine the lateral interaction energies in the LGH, we employ Eq. 6.1 to write down the LGH expression for each of the ordered configurations calculated by DFT (including the interactions with the periodic images in the neighboring cells) see
Appendix E. Neglecting the vibrational contributions in Eq. 6.2 for the moment, we equate the right hand side of Eq. 6.1 with $N_O E_b$ for the corresponding configurations and arrive at a system of linear equations that can be solved for the unknown values of the lateral interaction energies. As was noted, the crucial aspects of this procedure are therefore i) the number and type of interactions included in the LGH expansion, and ii) the number and type of ordered configurations that are computed with DFT to determine the values of these interaction energies. In the following we show how i) is addressed by leave-one-out cross-validation, and ii) is aided by a search for the LGH “ground state” structures and an iterative refinement of the input structure set.

**Leave-one-out Cross-validation (LOO-CV)**

In a truncated LGH expansion with finite ranged interactions, sparse configurations will exhibit a lattice energy that is simply $N_O$ times the on-site energy, as soon as all adsorbed species have distances from each other that exceed the longest range considered interaction. We therefore fix the on-site energy $E_{\text{on-site}}$ in Eq. 6.1 to be the DFT binding energy computed for 1/9 ML coverage, cf. Fig. 6.2 and Table 6.1. In this particular ($3 \times 3$)-O configuration, the minimum distance between O adatoms is 8.37 Å, i.e. six nearest neighbor sites away. This is larger than the farthest reaching interaction contained in our pool of lateral interactions, cf. Fig. 6.1, so that fixing $E_{\text{on-site}}$ to the 1/9 ML ($3 \times 3$)-O binding energy should prevent fitting noise into this parameter.

To get some guidance as to which could be the leading lateral interactions to be included in the LGH expansion, we estimate the predictive power of the LGH by the concept of leave-one-out cross-validation [78, 97–100], Eq. 5.12. In the present work, the sum runs over the remaining $N = 24$ ordered configurations that were calculated with DFT (apart from the 1/9 ML coverage structure used already for $E_{\text{on-site}}$), and which have DFT calculated binding energies $E_b^{\text{DFT}}(i)$. The CV score is intended to be a measure of the predictive power of a LGH expansion considering a given set of lateral interactions. In general, one would expect sets containing too few interactions to be too inflexible and thus leading to a high CV score, whereas sets containing too many interactions as loosing their predictive power through overfitting and thereby also leading to a high CV score. The hope is thus to identify the optimum set of considered interactions as that set that minimizes the CV score.

Within this approach, we evaluate the CV score for any set of interactions out of the larger pool of 17 lateral interactions shown in Fig. 6.1. Table 6.3 summarizes these scores subdivided into the optimum sets containing $m$ lateral interactions, i.e. listed are the sets that yield the lowest CV score for any arbitrary combination of $m$ lateral interactions out of the total pool of 17. For these sets, we then determine the values of the considered lateral interactions by least-squares fitting to the computed DFT binding energies of all $N = 24$ ordered configurations and also include them in Table 6.3. The minimum CV score reached indeed decreases initially upon adding more interactions to the set, and then increases again for sets containing more than 10
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Table 6.3: List of the sets containing $m$ lateral interactions, together with their CV scores and the values determined for the lateral interaction energies (no entry at a position in the table means that this interaction is not contained in the set). Lateral interactions shown in Fig. 6.1, but not shown here are never selected out of the pool). Negative values for the interaction energies indicate repulsion, positive values attraction. The sets shown are those that minimize the CV score among all possible sets containing $m$ lateral interactions out of the pool of 17 shown in Fig. 6.1. The first line for each set corresponds to the data obtained by fitting to 24 ordered DFT configurations, while the second line is obtained after adding 2 additional DFT configurations to the fit (see text). Units for the CV score and lateral interactions are meV.

| m | CV score | $V_{1p}$ | $V_{2p}$ | $V_{3p}$ | $V_{4p}$ | $V_{5p}$ | $V_{1t}$ | $V_{2t}$ | $V_{3t}$ | $V_{4t}$ | $V_{5t}$ | $V_{6t}$ | $V_{7t}$ | $V_{1q}$ | $V_{2q}$ | $V_{3q}$ | $V_{4q}$ | $V_{5q}$ | $V_{6q}$ | $V_{7q}$ |
|---|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 7 | 31    | -334  | -139  | 52    | 14    | -120  | 132  | -54    |       |       |       |       |       |       |       |       |       |       |       |       |
| 22 | 32    | -338  | -126  | 50    | 16    | -114  | 117  | -51    |       |       |       |       |       |       |       |       |       |       |       |       |
| 8 | 20    | -323  | -126  | 50    | 16    | -138  | 120  | -57    |       |       |       |       |       |       |       |       |       |       |       |       | 68    |
| 22 | 22    | -314  | -122  | 46    | 18    | -138  | 108  | -57    |       |       |       |       |       |       |       |       |       |       |       |       | 60    |
| 9 | 16    | -292  | -90   | 50    | 10    | -168  | 60   | -48    | -51    |       |       |       |       |       |       |       |       |       |       |       | 80    |
| 16 | 16    | -296  | -92   | 50    | 10    | -162  | 63   | -48    | -51    |       |       |       |       |       |       |       |       |       |       |       | 76    |
| 10 | 17    | -290  | -92   | 50    | 10    | -168  | 60   | -48    | -1    | -51    |       |       |       |       |       |       |       |       |       |       | 80    |
| 17 | 17    | -298  | -92   | 50    | 10    | -162  | 69   | -51    | -54    |       |       |       |       |       |       |       |       |       |       | -28   |
| 11 | 18    | -284  | -90   | 46    | 12    | -171  | 57   | -51    | -3     | -54    |       |       |       |       |       |       |       |       |       |       | 88    |
| 18 | 18    | -296  | -92   | 48    | 10    | -165  | 69   | -48    | -54    |       |       |       |       |       |       |       |       |       |       | -28   |
| 12 | 20    | -292  | -70   | 50    | 8     | 2      | -168 | 486   | -264  | 414    | -36   | -216  |       |       |       |       |       |       |       |       | 88    |
| 19 | 19    | -296  | -92   | 48    | 10    | 2      | -165 | 69   | -51    | -3     | -54    |       |       |       |       |       |       |       |       |       | -32   |

interactions. Another gratifying feature is that almost always the same interactions are picked out of the pool, i.e. the optimum set for $m+1$ interactions corresponds mostly to those interactions already contained in the optimum set for $m$ interactions plus one additional one. Only very rarely is an interaction that is contained in the optimum $m$ set not selected in the optimum $m+1$ set. And if this happens, this concerns lateral interactions for which only very small values are determined, and which are thus anyway not meaningful within the uncertainties of our approach. Also in a physical picture, the determined values for the lateral interactions appear quite plausible for $m$ up to 11. The pairwise interactions decrease with increasing distance, and the leading higher-order trio and quattro interactions are smaller in size than the most dominant nearest-neighbor pair interaction. The quin to interaction contained in the pool of possible interactions is never selected. In contrast, the $m=12$ set shows already clear signs of linear dependencies, with some trio interactions suddenly exhibiting very large values. This continues for expansions containing even more interactions (not listed in Table 6.1), which exhibit more and more obviously meaningless lateral interaction energies.

Another equally important feature of the expansions up to $m=11$ is the stability of the determined lateral interaction values against adding further interactions to the set. In particular for the optimum sets close to the overall CV minimum, i.e. for $m$ equal to 9 or 10, adding another lateral interaction to the set changes the values for the dominant interactions by less than 2 meV. A similar behavior is obtained
for another test to which we subject our expansion: Having calculated another two DFT configurations (the last two configurations in Table 6.2), we increased the set of DFT configurations employed in the fit to \( N = 26 \) and repeated the entire CV score evaluation. The results are also included in Table 6.3 and show only minimal variations for the sets up to \( m = 11 \). Almost always the same lateral interactions are picked out of the pool and also their values change by less than 10 meV compared to the previous procedure employing 24 DFT configurations. For the set \( m = 12 \), adding the two DFT input energies removes the linear dependencies and brings the set back in line with the other sets with fewer interactions. These findings suggest that the expansions are also stable against adding further DFT configurations and we finally identify the set containing 9 lateral interactions and using 24 DFT configurations to determine their values as our optimum LGH expansion.

**Ground State Search**

Before moving to the ordering behavior at finite temperatures, a crucial test for the validity of the LGH expansion is that it gives the correct ordered ground states at \( T = 0 \) K, \( i.e. \) the lowest-energy structures at a given coverage. Here, this refers in particular to the ground states predicted by the DFT energetics, since the latter is the input with which the LGH expansion must be consistent. Obviously, if the energetic order of competing configurations is wrong at the DFT level (\( e.g. \) due to the employed approximate xc-functional), there is no hope that a correct LGH expansion could cure this problem. To this end, it is useful to replot the DFT database shown in Fig. 6.3 in form of a formation energy plot \[78\] (Eq. 5.14).

Plotting \( \Delta E_f \) versus coverage as done in Fig. 6.4 allows to identify the ground states, \( i.e. \) lowest-energy ordered phases, that are predicted by the present DFT data set, as those lying on the convex hull.\[78\] As apparent from Fig. 6.4 the convex hull formed by the DFT data set exhibits three ordered ground states (apart from the trivial ones at the ends of the considered coverage range). Consistent with existing experimental data, these are the \( p(2 \times 2) \)-O ordered phase at \( \theta = 0.25 \) ML, and the \( c(2 \times 2) \)-O ordered phase at \( \theta = 0.5 \) ML. A third ordered structure, \( (2 \times 2) \)-3O at \( \theta = 0.75 \) ML, is at best metastable, since it falls already in the coverage range above \( \sim 0.5 \) ML, for which surface oxide formation sets in.

Using Eq. 5.14 we can evaluate formation energies using the binding energies obtained from the LGH expansion. Since the evaluation of the latter is numerically significantly less demanding, we can sample a much larger configuration space in this case. To this end, we directly enumerate all combinatorially possible ordered structures in surface unit-cells of any symmetry and with a surface area smaller or equal to a \( (4 \times 4) \) cell and with O coverages up to 1 ML. The final self-consistent direct enumeration data are also shown in Fig. 6.4. If we first focus on the coverage range up to 0.5 ML, we find the obtained LGH data to be fully consistent with the DFT ground state line. Namely, there is no structure predicted by the LGH expansion that would have an energy that is lower than the DFT convex hull, and the LGH Hamiltonian
yields therefore exactly the same ordered ground states as the DFT input data.

In fact, this is not a coincidental result demonstrating the reliability of the achieved LGH expansion, but the end product of an iterative procedure. We used the consistency with the DFT ground state line as another criterion to judge whether more DFT ordered configurations are required as input to the LGH expansion. Initially we had started with a smaller number of DFT configurations as the set discussed above. Having gone through the same CV score evaluation, we had identified an optimum LGH expansion, but had then obtained LGH data points in the direct enumeration leaking below the DFT ground state line. Interpreting the corresponding structures as important input to the LGH expansion, we would ideally calculate them with DFT and add them to the DFT data set used for the LGH expansion. This was, unfortunately, not always possible, when the structures predicted by the LGH had surface unit-cells that exceeded our computational capabilities. In such cases, we looked for other structures in smaller unit-cells, which still contained what we believed were the relevant motifs and computed those with DFT. This procedure was repeated several times, each time adding new structures to the DFT data base, until the present consistent result was obtained.
In the coverage range above $\sim 0.5$ ML, the situation is not that perfect. As apparent from Fig. 6.4 there are still several LGH structures slightly below the DFT ground state line. Unfortunately, further improvement along the sketched lines is inhibited by the above described propensity of structures in this coverage range to directly relax into geometries with O incorporated below the first Pd layer. This renders it very tough to provide new on-surface O/Pd(100) structures to the data base and improve on the present LGH expansion. Although not completely satisfying, we therefore contend ourselves with the achieved expansion. Particular care should therefore be exerted, when aiming to use it to describe the higher coverage regime, since denser adatom arrangements can presumably not be fully reliably described. However, due to the overall strongly repulsive interactions, the local occurrence of such denser arrangements at lower coverages is rather unlikely in the MC simulations. Correspondingly, we do expect the results obtained from our expansion to be reliable for the coverage range below $\sim 0.5$ ML, on which we focus in the present work.

6.2.3 Order-disorder Transition

Having established the ground state ordered structures we proceed to study the ordering behavior at finite temperatures. Experimentally, this was investigated in the coverage range up to 0.6 ML by Chang and Thiel [87]. For defined initial coverages at the surface, they identified the presence of ordered phases at the surface by monitoring LEED superstructure spots corresponding to the different periodicities, and the critical temperatures $T_c(\theta)$ for the order-disorder transition were determined by the inflection point of the vanishing spot intensities at increasing temperatures. Avoiding the O-induced reconstruction at higher coverages, we focus here on the data in the coverage range $\theta < 0.35$ ML, in which the $p(2 \times 2)$ or a coexistence of $p(2 \times 2)$ and $c(2 \times 2)$ phases form the ordered structures at low temperatures, cf. Fig. 6.4. For this coverage range, Chang and Thiel determined the onset of desorption in their ultra-high vacuum experiments at much higher temperatures than the order-disorder transition. [87] From this we assume that in the experiments, the coverage at the surface remained essentially constant at the initially prepared coverage value for all temperatures up to the critical temperatures for the order-disorder transition.

The experimental conditions are simulated by canonical MC runs for fixed coverages and at various temperatures. With the definitions in Eqs. 5.23 and 5.27, our order parameters are equivalent to LEED spot intensities, so that the determined critical temperatures for the order-disorder transition can be directly compared to the experimental values. Figure 6.5 shows the $T_c(\theta)$ curve obtained with the optimum LGH expansion together with a reproduction of the experimental data. Overall, we observe very good agreement, both with respect to the absolute temperature values and the trend of increasing critical temperatures with coverage. The largest deviation of about 250 K results at $\theta = 0.25$ ML, where theory predicts a small peak in the critical temperature, which is absent in the experimental data and which we discuss in §6.4. Apart from this feature, the agreement with the experimental $T_c(\theta)$ data is
6.2.4 Population of Bridge Sites

The LGH+MC simulations up to now have exclusively focused on O adsorption into the fourfold on-surface hollow sites. The already good agreement obtained with existing experimental data, together with the significantly lower stability of the energetically next favored high-symmetry bridge sites apparent in Table 6.1, seem to suggest that the on-surface low coverage ordering can indeed be understood in terms of the most stable hollow sites only. To verify the implied negligible population of (possibly metastable) bridge sites, even up to the critical temperatures of the order-disorder transition, we proceed by including these sites into the LGH expansion. Since the intention is at this point only to check on the influence of a population of these sites, we consider a reduced pool of possible lateral interactions between O atoms adsorbed in bridge sites (left panel in Fig. 6.6), consisting of the equivalents to the hollow-hollow pair and trio interactions shown in Fig. 6.1. Due to the twofold symmetry of the bridge sites, two different forms at the same interatomic distance exist for some of the interactions, and in addition there is a lateral interaction $V_{0p\text{ (br-br)}}$ (right panel in Fig. 6.6) at the very short distance of $a/2$ between O atoms sitting in immediately adjacent bridge sites coordinated to the same Pd atom.
However, when computing with DFT configurations containing such closely neighboring O atoms at a site distance of $a/2$, we always found them to be unstable against relaxation. During the geometry optimization the O atoms moved to sites further apart, indicating a sizable repulsive $V_{br-br}$. Focusing therefore on ordered configurations (see Appendix E) that do not contain O adatoms at such close distance, the best sets with a varying total number of lateral interactions are determined via LOO-CV in the same manner as for the hollow-hollow interactions. Similar to the results in Table 6.3, the different expansions yield consistently the same two dominant lateral interactions, namely the first-nearest neighbor pair $V_{1p}(br-br)$ and second-nearest neighbor pair $V_{2p}(br-br)$ interactions. Both are largely repulsive, with $V_{1p}(br-br) \approx -400 \text{ meV}$ and $V_{2p}(br-br) \approx -120 \text{ meV}$. Turning to the leading lateral interactions between O atoms adsorbed in hollow and bridge sites (middle panel in Fig. 6.6), we again found that structures with O atoms in directly adjacent bridge and hollow sites at the very short distance of $a/\sqrt{8}$ [$V_{0p}(hol-br)$; right panel in Fig. 6.6] are not stable against structural relaxation. As for the other interactions, this time the first-nearest neighbor pair interaction and one compact trio interaction turn out to be dominant in the LOO-CV based LGH expansion procedure. They are also largely repulsive, with values of $\approx -240 \text{ meV}$ and $-280 \text{ meV}$, respectively.

We therefore approximately consider the interactions involving bridge site O atoms in the MC simulations by excluding configurations with O atoms at the above described shortest $a/2$ and $a/\sqrt{8}$ distances between bridge-bridge and bridge-hollow site pairs, respectively. In addition, the two next dominant lateral interactions for bridge-bridge and bridge-hollow pairs are explicitly accounted for using the values stated above. The consecutive MC simulations (Fig. 6.7) show virtually no change in the ground state ordered structures and critical temperatures in the coverage range up to $\theta = 0.35 \text{ ML}$. The overall largely repulsive interactions together with the significantly less stable on-site energy compared to adsorption in the hollow sites, efficiently prevents any significant population of bridge sites. For all temperatures up to the
order-disorder transition, we find less than 10% of the available bridge sites occupied with O atoms, with the highest populations obtained for the larger coverages in the considered range. To make sure that these results are not affected by the uncertainty in the approximately determined lateral interactions, we varied the value of each of the four lateral interactions by $\pm 50$ meV and each time reran the MC simulations. This had no influence on the findings, so that we do not expect them to be invalidated by the crude way of how the bridge-bridge and bridge-hollow interactions are considered. Instead, we conclude that up to coverages of $\theta \approx 0.35$ ML and up to the critical temperatures for the order-disorder transition, a population of (possibly metastable) bridge sites plays no role for the on-surface ordering behavior.

6.3 Accuracy of First-principles Lateral Interactions

The agreement with the experimental low coverage phase diagram (ground state structures and critical temperatures) suggests that the determined set of first-principles lateral interactions is quite reliable. In order to get a better understanding of the explicit uncertainties of the different parameters in this set, we return to a critical discussion of all approximations entering the LGH approach, and scrutinize their in-
fluence on the lateral interaction values. Uncertainties arise on the one hand due to the truncated LGH expansion and the finite number of configurations employed to parameterize it, and on the other hand due to the approximate first-principles energetics, both with respect to total and vibrational free energy contributions.

6.3.1 Uncertainties in the LGH Expansion Procedure

Table 6.3 provides detailed information about the influence of most approximations in the LGH expansion procedure. Inspecting the basically indistinguishable CV score for the expansions with \( m = 9, 10, \) and \( 11, \) one might take the scatter in the correspondingly extracted lateral interactions as a rough measure for the uncertainty introduced by truncating the LGH expansion after a finite number of terms. Concerning the finite number of DFT configurations employed in the parameterization, the achieved consistency of the DFT and LGH ground state line illustrated in Fig. 6.4 gives some indication as to the minimum number of configurations that is required. Correspondingly, the differences in the lateral interaction values determined when extending this minimum set by two further configurations (upper vs. lower line for each expansion in Table 6.3) may be taken as reflecting the uncertainty due to employing a finite number of DFT configurations in the parameterization.

This leaves as remaining \textit{ad hoc} feature of our expansion procedure the decision to not include the on-site energy into the fit, but instead fix it at the value of the sparsest DFT configuration computed, \textit{i.e.} the \((3 \times 3)-\text{O}\) structure at \(1/9\) ML. To this end, we redid all LGH expansions in Table 6.3 using the same LOO-CV procedure, but this time including the \((3 \times 3)-\text{O}\) structure into the set of DFT configurations and including the on-site energy \( E_{\text{on-site}}^b \) into the fit. The results are remarkably consistent, in the sense that the obtained lateral interactions differ in all cases by less than 15 meV from the values compiled in Table 6.3, and for the expansions with \( m = 9, 10, 11 \) the on-site energy is in fact determined at values that are within 15 meV of the computed binding energy of the \((3 \times 3)-\text{O}\) structure. For expansions using fewer lateral interaction figures \((m < 9)\) this becomes progressively worse, and the increasing inflexibility of the few-interaction expansions starts to shift errors between the on-site energy and the lateral interactions in an uncontrolled way. We therefore conclude that for expansions with a sufficient number of interaction figures it apparently makes very little difference to include or not include the on-site energy into the fit; the expansions are stable in this respect. In view of the significantly different inaccuracies in the determination of the on-site energy and lateral interactions discussed below, we nevertheless prefer to fix the on-site energy at the value of the sparsest DFT configuration computed.

Summarizing the discussion on the uncertainties in the LGH expansion and parameterization procedure, we estimate the uncertainty introduced by the various approximations to be of the order of 10-20 meV in the dominant lateral interactions. When using the first-principles lateral interactions to determine quantities describing the mesoscopic ordering behavior, this uncertainty needs to be taken into account. Figure 6.8 illustrates this for the determined critical temperatures for the order-disorder
transition by comparing the results obtained for the different LGH expansions with $m = 9, 10, \text{and} 11$ in Table 6.3, for which the extracted lateral interactions exhibit a scatter of about the estimated magnitude. The critical temperatures show a variation of less than $100\,\text{K}$ and the overall form of the $T_c(\theta)$-curve is almost untouched. The systematics of the present LGH expansion procedure provides thus an error-controlled link between the electronic structure calculations and the mesoscopic statistical simulations, which allows to assess which quantities can be determined with which uncertainty for a given accuracy of the underlying first-principles energetics.

6.3.2 Uncertainties in the First-principles Energetics

The energetic parameters in the LGH expansion in Eq. 6.1 comprise total and vibrational free energy contributions. Uncertainties in our approach arise therefore out of the treatment of the vibrational free energy contribution and the approximate DFT energetics, where the latter contains uncertainties due to the numerical setup and due to the approximate exchange-correlation functional. We will discuss these three sources of uncertainties subsequently.
Vibrational Free Energy Contribution

Separating each of the energetic parameters in the LGH (i.e. $F^\text{on-site}_b$, $V_p$, $V_t$, ...) into a total energy term and a term due to the vibrational free energy contribution, one arrives at a LGH expansion for the total binding energies and a LGH expansion for the vibrational free binding energies. In section 6.2 the vibrational part was completely neglected by equating the right hand side of Eq. 6.1 solely to the $N_O E_b$ of the different computed configurations. The formally correct procedure would be to evaluate for each configuration also the vibrational free energy contribution to the binding energy, $F_b^\text{vib}(T)$, and consider it in the parameterization. As apparent from Eq. 6.5, what determines this vibrational contribution are the changes of the vibrational modes during adsorption. Since this will predominantly concern the adsorbate-derived vibrational modes, we estimate the order of magnitude of this contribution by the zero point energy ($E_{ZPE}$) difference arising from the change of the O$_2$ stretch frequency, $\omega_{O_2}\text{(gas)}$, to the O-substrate stretch mode, i.e. we approximate Eq. 6.5 roughly with

$$F_b^\text{vib}(T) \sim -\frac{1}{N_O} \left[ E_{O/Pd(100)}^{\text{ZPE}} - \frac{N_O}{2} E_{O_2}\text{(gas)}^{\text{ZPE}} \right]$$

$$\sim -\frac{1}{N_O} \sum_{i=1}^{N_O} \frac{\hbar}{2} \left[ \omega_{O/Pd(100)}(i) - \frac{1}{2} \omega_{O_2}\text{(gas)} \right],$$

where $\omega_{O/Pd(100)}(i)$ is the O-substrate stretch frequency of the $i$th adsorbed O atom in the corresponding configuration. Within the frozen substrate approximation we calculate the latter stretch mode in good agreement to the experimental data [101] as $\hbar \omega_{p(2 \times 2)} = 50 \text{ meV}$ in the $p(2 \times 2)$-O configuration and $\hbar \omega_{c(2 \times 2)} = 33 \text{ meV}$ in the $c(2 \times 2)$-O configuration. Compared to the computed stretch frequency of $\hbar \omega_{O_2}\text{(gas)} = 190 \text{ meV}$ of the O$_2$ molecule, this yields an estimated vibrational contribution to the binding energy of $- (\hbar \omega_{p(2 \times 2)} - \hbar \omega_{O_2}\text{(gas)}/2)/2 = 23 \text{ meV}$ and $- (\hbar \omega_{c(2 \times 2)} - \hbar \omega_{O_2}\text{(gas)}/2)/2 = 31 \text{ meV}$ per O atom for the two configurations, respectively. In the LGH expansion these contributions get separated into a non-coverage dependent part, which enters the on-site energy, and a coverage-dependent part, which enters the lateral interactions. Taking the difference between the estimated $p(2 \times 2)$-O and the $c(2 \times 2)$-O vibrational free energy contributions as a measure of the coverage dependence we thus arrive at an uncertainty of $\sim 5 \text{ meV}$ in the lateral interactions and an uncertainty of $\sim 30 \text{ meV}$ in the on-site energy due to the neglect of vibrational contributions in our approach. The on-site energy is thus much more affected by the predominantly non-coverage dependent shift in vibrational frequency from the O$_2$ stretch to the O-substrate stretch mode.

Numerical Uncertainties in the DFT Energetics

Turning to the effect of the approximate DFT total energies, we first distinguish between numerical inaccuracies which arise out of the finite basis set, the k-point sampling or the chosen supercell geometries, and the more fundamental uncertainty...
due to the employed approximate xc functional. In principle, the numerical inaccuracies can be reduced to whatever limit desired, although this may quickly lead to unfeasible computations in practice. In this respect, the finite slab and vacuum thicknesses employed in our supercell setup are the end result of extensive test calculations (see Appendix B), in which these quantities were progressively increased until the relative binding energies were converged to the desired limit of \( \pm 10 \text{ meV/O atom} \). An important point to note concerning the \textbf{k}-point sampling is that compatible \textbf{k}-meshes must be employed in calculations involving different surface unit-cells. Compatible in this respect means that always the same points within the Brillouin zone are sampled, even when the latter changes its size due to the different periodicity of the real-space surface unit-cell. As long as this is considered, we found only a negligible influence on the LGH parameters, when increasing the \textbf{k}-point density to higher values than the one of our standard computational setup described in section 6.1. This leaves as most notable numerical approximation the finite energy cutoff for the plane wave representation in the interstitial region between the muffin tin spheres in the (L)APW+lo scheme. To this end, we repeated the LGH expansion with the optimum \( m = 9 \) lateral interaction figure set, cf. Table 6.3, using as input the 24 DFT configurations with total energies computed self-consistently at cutoffs of 18 Ry, 20 Ry and 22 Ry (20 Ry corresponding to our standard basis set size) (Table 6.2). The variations in the determined values for all lateral pair, trio and quattro interactions are within 5 meV. In contrast, what changes notably is the on-site energy (determined by the \((3 \times 3)\)-O structure). With increasing cutoff, its value decreases by more than 100 meV, and from the convergence pattern using energy cutoffs up to 30 Ry we expect it to decrease by another \( \sim 50 \text{ meV} \), when extrapolating to infinite cutoff. The reason for this different convergence behavior is again that the on-site energy gathers all non-coverage dependent contributions. As such, it includes also all the inaccuracies in the description of the isolated \( \text{O}_2 \) molecule, the total energy of which enters the binding energy of all DFT configurations used in the parameterization alike. The slow convergence of the on-site energy is therefore mainly caused by the known slow convergence in the description of the gas phase molecule. At feasible basis set sizes (for full potential calculations of the present system), the lateral interactions can therefore again be determined at a much higher accuracy than the on-site energy.

**Approximate Exchange-correlation Functional**

The uncertainty introduced by the approximate xc functional can not be determined in a comparably quantitative manner as for the numerical approximations, since the exact functional is not known. In order to get at least a feeling for the scatter in the results when using different present-day xc functionals, we evaluated the lateral interactions also within the local density approximation (LDA)[17], which is a functional that by its very construction is known to yield significantly different adsorbate binding energies than the hitherto employed GGA-PBE functional. Most prominently, the two functionals yield \textit{e.g.} binding energies for the free \( \text{O}_2 \) molecule that differ
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Table 6.4: First-principles lateral interactions obtained using the LDA and the GGA-PBE as exchange-correlation functional for the optimum set of \( m = 9 \) interaction figures determined in Table 6.3. Additionally shown are the values obtained, when restricting the LGH expansion in Eq. 6.1 to pairwise interactions only. Units are meV.

<table>
<thead>
<tr>
<th>Functional</th>
<th>( E_{\text{on-site}} )</th>
<th>( V_{1p} )</th>
<th>( V_{2p} )</th>
<th>( V_{3p} )</th>
<th>( V_{4p} )</th>
<th>( V_{1t} )</th>
<th>( V_{2t} )</th>
<th>( V_{3t} )</th>
<th>( V_{6t} )</th>
<th>( V_{2q} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>1968</td>
<td>–344</td>
<td>–128</td>
<td>54</td>
<td>10</td>
<td>–168</td>
<td>72</td>
<td>–45</td>
<td>–45</td>
<td>64</td>
</tr>
<tr>
<td>GGA, pair only</td>
<td>1249</td>
<td>–360</td>
<td>–128</td>
<td>48</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>LDA, pair only</td>
<td>1968</td>
<td>–410</td>
<td>–160</td>
<td>52</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

by 1.35 eV (!) when computed with our accurate full-potential (L)APW+lo scheme. All 24 DFT input configurations were correspondingly calculated fully relaxed (Table 6.2) using the LDA and the LDA optimized lattice constant \( (a = 3.836 \text{ Å}) \). Using their energetics in the LGH expansion procedure, we obtain the lateral interaction energies compiled in Table 6.4 for the previously discussed optimum set with \( m = 9 \) interaction figures.

Comparing to the results obtained before using the GGA-PBE as xc functional, also compiled in Table 6.4, one clearly observes a similar pattern as before for the numerical uncertainties in the sense that the difference between the two xc functionals shows up predominantly in the on-site energy. In fact, the lateral pair, trio and quattro interactions are strikingly little affected, considering that the two xc functionals yield adsorbate binding energies that differ on the order of \( \sim 0.7 \text{ eV} \). The reason is again as before, \( i.e. \) most of this variation arises out of the description of the free gas phase molecule, which affects all computed configurations alike and therefore solely enters the non-coverage dependent LGH parameter \( E_{\text{on-site}}^{\text{un}} \). The known larger variation of adsorbate binding energies when using different present-day xc functionals is often put forward as a generic argument against the reliability or usefulness of first-principles lateral interactions. At least for the present system, we can now qualify this concern. Our analysis shows that the on-site energy can indeed not be determined with a high accuracy, cf. Table 6.4. However, the lateral interactions themselves can be. For the O/Pd(100) system, the uncertainty due to the approximate xc functional seems to be of the order of 50 meV for the dominant pair interactions. The farther ranging and higher-order interaction terms in Table 6.4 exhibit intriguingly an even smaller scatter.

The largely different accuracy with which on-site energy and lateral interactions can be determined allows also to scrutinize when the first-principles parameters may be employed to reliably describe mesoscopic system quantities. We focus here on the effect of the approximate xc functional, since this leads to a larger uncertainty compared to the discussed treatment of the vibrational free energy contributions and the numerical inaccuracies in the total energies. Since the on-site energy has no
effect on the order-disorder transition in a canonic adsorbate ensemble, the small variation in the lateral interaction energies exhibited in Table 6.4 rationalizes the good agreement with the experimental critical temperatures. Using the determined LDA interaction values we indeed obtain a $T_c(\theta)$ curve that is very similar to GGA-PBE as shown in Fig. 6.5: The overall shape of the curve including the peak structure is completely preserved, and the absolute $T_c$ values are merely shifted by up to 200 K to higher temperatures. This variation may thus be taken as an indication of the accuracy with which this quantity can presently be calculated from first-principles. For other quantities, where the on-site energy enters explicitly, this accuracy will be significantly worse. Staying with the presently available experimental data for the O/Pd(100) system [87], this would e.g. be the case when aiming to compute the measured temperatures for oxygen desorption, where the on-site energy enters explicitly.

One can, of course, always argue in terms of a smaller uncertainty by favoring a particular approximate xc functional over others (e.g. because the functional is known to reproduce well similar system quantities). In the sense of first-principles theory, the more appropriate approach would, however, be to eliminate errors by using higher-level theory. In this respect, one could suitably exploit a finding like for the present system that most of the xc uncertainty gets concentrated in the on-site energy by e.g. computing only the latter with a higher-level technique (or appropriate xc-correction scheme [102]) and using the already quite accurate lateral interactions determined by present-day xc functionals.

### 6.4 Comparison to Empirical Parameters

Instead of a first-principles determination, the traditional method to obtain the strengths of lateral interactions has been to adjust the predictions from atomistic lattice-gas models to experimental observations of the coverage and temperature dependence of on-surface ordering. To keep the number of free fit parameters low, the focus has often been on pair interactions only, i.e. Eq. 6.1 was truncated after the pair terms, and usually also only the dominant short-ranged pair interactions were considered. In this respect, extensive model studies [79–86] have shown that the $p(2\times2)$ and $c(2\times2)$ ordering frequently found at (100) cubic metal surfaces requires nearest neighbor repulsions that are so strong that they effectively yield a site exclusion ($-V_{1p} >> k_B T$), as well as weaker second nearest neighbor repulsions. In order to produce a true $p(2\times2)$ ordering further interactions are required. This can either be a third nearest neighbor attraction, or a fourth nearest neighbor repulsion, or more generally a combination of these interactions that fulfills $V_{3p} - V_{4p}/2 > 0$.[82, 86]

Comparing with our first-principles data compiled in Table 6.4, we see that they perfectly fit into this expected qualitative pattern: Strong first nearest neighbor repulsion, weaker second nearest neighbor repulsion, and the combination $V_{3p} - V_{4p}/2$ is attractive. However, differences arise when turning to a more detailed modeling of
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the experimental O/Pd(100) phase diagram of Chang and Thiel [87]. For a lattice-gas model considering nearest-neighbor site exclusion and finite second and third nearest neighbor interactions, Liu and Evans showed that the best overall topological agreement with the experimental phase diagram is achieved for $V_{3p} \approx -V_{2p}$. In particular, the position of the disordered to c(2 × 2)-O transition line shifts notably with the ratio of $-V_{2p}/V_{3p}$, and for a ratio of $\sim 1$ the $T_c(\theta)$ curve no longer exhibits the peak structure at $\theta = 0.25$ ML visible in the first-principles curve in Fig. 6.5. Since this resembles the shape of the experimental curve better, it could indicate that the calculated first-principles ratio of $-V_{2p}/V_{3p} \approx 3$ is too large. On the other hand, it is intriguing to see that both LDA and GGA-PBE yield roughly the same $-V_{2p}/V_{3p}$ ratio and in turn clearly a peak in the $T_c(\theta)$ curve, cf. Fig. 6.5. Since Chang and Thiel discuss also a rather large uncertainty of $\sim 0.05$ ML in their experimental coverage calibration [87], a careful remeasurement of the experimental $T_c(\theta)$ curve would thus be very interesting to fully settle this point.

A much more fundamental difference between the set of empirical and first-principles lateral interactions is that the former is restricted to just pairwise interactions. To test the validity of this frequently applied approximation, we restrict our LGH expansion to pair interactions up to third nearest neighbors and repeat the parameterization using exactly the same 24 DFT configurations as in section 6.2. The resulting interactions are also compiled in Table 6.4, using the LDA or GGA-PBE as xc functional. Comparing with the values obtained for each functional from the proper LGH expansion (and using exactly the same first-principles input), we note significant differences. The dominant short-ranged interactions are overestimated, in the case of the first nearest neighbor pair interaction by $\sim 60$ meV. Overall, the lateral interactions are too repulsive, which is a consequence of them having to mimic the effect of the neglected overall repulsive trio interactions. As expected, the true microscopic lateral interactions are thus blurred by spurious contributions arising from the invalid assumption that lateral interactions at metal surfaces could be expressible in pair-only terms. The invalidity of this assumption is already clearly demonstrated by the similar magnitude of the dominant trio interactions ($V_{1t}, V_{2t}$, etc.) in Table 6.4) compared to the dominant short-ranged pair interactions, which necessarily reduces pair-only restricted expansions to a set of effective parameters at best.

The deficiencies introduced by such an effective description are not only the lack of microscopic meaning of the lateral interactions themselves, but also errors in the mesoscopic system properties calculated with these interactions. This is again exemplified for the order-disorder transition in Fig. 6.9, which shows that the $T_c(\theta)$ curve derived from the pair-only lateral interactions in Table 6.4 differs notably from the curve derived from the corresponding proper LGH expanded lateral interactions. The critical temperatures are up to 350 K higher, even though being based on exactly the same first-principles energetics. The shortcomings due to the restricted LGH can also not be overcome, when turning to a completely empirical approach and adjusting the lateral interaction values to reproduce experiment. Within the above described lattice-gas model with pair interactions to third nearest neighbor and fitting to the
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critical temperatures in the coverage range below 0.25 ML, Liu and Evans determined \( V_{1p} \approx 500 \text{ meV} \) and \( V_{3p} = -V_{2p} \approx 40 \text{ meV} \) [86], \textit{i.e.} lateral interactions that differ considerably from the first-principles values compiled in Table 6.4. As apparent from Fig. 6.9, these empirical parameters do indeed lead to an excellent fit of the experimental \( T_c(\theta) \) curve in the coverage range up to 0.25 ML. However, outside the fitted coverage range, the effective description rapidly breaks down and predicts a critical temperature curve in qualitative disagreement with experiment. Already at a coverage of 0.35 ML, \textit{i.e.} only 0.1 ML outside the fitted coverage range, the predicted critical temperature for the order-disorder transition is wrong by 1200 K.

The spurious contributions contained in the effective pair interactions also prohibit a systematic determination of which pairwise interactions to consider. In the systematic LGH expansion detailed in section 6.2, the lateral interactions are chosen out of a larger pool of lateral interactions and the ultimately determined pair interactions decrease in magnitude with distance. In contrast, when we extend the pair-only expansion to include the fourth and fifth nearest neighbor interaction, we obtain a negligible \( V_{4p} \) of -2 meV, but a \( V_{5p} \) of -18 meV. The spurious contributions contained in the effective \( V_{5p} \) thus feign that such far ranging interactions are significant, whereas the proper first-principles LGH expansion shows no significant interactions between
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adsorbates at distances larger than the fourth nearest neighbor site. In empirical approaches this uncertainty (or degree of arbitrariness) as to which interactions to consider is even further aggravated, since there are typically several sets of pairwise interactions which equally well fit the less stringent mesoscopic ordering behavior.

6.5 Conclusions

Summarizing this chapter, we have presented a first-principles lattice-gas Hamiltonian study of the on-surface ordering behavior of O adatoms at the Pd(100) surface. A key feature of the approach is the systematics of the LGH expansion, both with respect to the selection of the considered lateral interactions and with respect to the ordered configurations, the DFT energetics of which is employed in the parameterization. In contrast to empirical or semi-empirical ad hoc parameterizations the approach does provide an error-controlled link between the electronic structure regime and the system’s mesoscopic ensemble properties. Carefully scrutinizing the approximations entering at the level of the underlying DFT energetics, at the LGH interface and in the statistical simulations, we identify the approximate exchange-correlation functional employed to obtain the DFT energetics as the major source of uncertainty in the approach. This uncertainty affects predominantly the on-site energy, and only to a much lesser degree the lateral interactions themselves. Comparing LDA and GGA exchange-correlation functionals, we estimate the accuracy of the latter to be within $\sim 60$ meV for the present system. This shows that the known much larger variation of adsorbate binding energies with different xc functionals can not be used to uncritically question the reliability or usefulness of lateral interactions derived from first-principles per se.

The rather high accuracy of the first-principles lateral interactions also rationalizes the obtained good agreement with the experimental low coverage phase diagram for the O/Pd(100) system, i.e. the ground state ordered structures and critical temperatures for the order-disorder transition. An important feature of the set of lateral interactions is that it contains many-body interactions of comparable magnitude to the dominant short-ranged pair interactions. This demonstrates the invalidity of the assumption of exclusively pairwise interactions between adsorbates at metal surfaces that is frequently applied in empirical approaches. Indeed, when restricting the LGH expansion to just pairwise lateral interactions, we find that this results in effective interactions which contain spurious contributions that are of equal size, if not larger than any of the uncertainties e.g. due to the approximate xc functional. These effective parameters lack microscopic meaning and lead to uncontrolled errors in the mesoscopic system properties calculated with them. In the present system, this is illustrated clearly by critical temperatures that are up to 350 K higher than the ones obtained with the proper set of lateral interactions, even though both sets were based on exactly the same first-principles energetics.

We conclude that at least for the present system, an appropriate first-principles sta-
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...istical mechanics framework and present-day DFT energetics can determine lateral interactions at least as reliably as the traditional empirical approaches, and without suffering from the non-uniqueness in the selection of pairwise-additive adspecies interactions which reasonably fit available data.
Part III

Ordering Behavior of Oxygen Atoms under the Influence of a Step
Chapter 7

Oxygen Adsorption at Pd(11N)(N=3,5,7) Vicinal Surfaces

Important materials processes and functions like oxide formation or oxidation catalysis have motivated a wealth of Surface Science studies on low Miller index surfaces of late transition metals (TMs) and their interaction with oxygen. In recent years, experimental work has been increasingly complemented by independent information from first-principles theoretical studies, which appropriately account for the band structure of the TMs through supercell setups with periodic boundary conditions. En route towards an atomic-scale understanding of real TM surfaces, investigating the role of defects like steps, kinks or vacancies with similar rigor and detail as established for the low-index surfaces becomes a key endeavor. With respect to catalysis and oxide formation, such defects are frequently discussed as playing a prominent role, e.g. in form of active sites facilitating molecular dissociation or as nucleation centers.

As discussed in Chapter 4, steps and kinks are suitably studied at high-index vicinal surfaces, which contain regular arrays of steps of specific orientation, separated by terraces of specific width. The advantage of these surfaces is that they (ideally) only contain one defined type of step in always the same local environment, and are amenable to periodic boundary supercell calculations. The disadvantage is that the extracted step properties can be masked by step-step interactions at decreasing terrace widths. This holds in particular, since one would precisely try to perform first-principles calculations addressing a certain step type by employing vicinal surfaces with a minimum terrace width, in order to reduce the computational burden. In this respect and as a prelude to the LGH parameterization including a step performed in the following chapter, we concentrate here on a systematic study of a family of vicinal surfaces that always exhibit the same step type, but terraces of increasing width. Examining the geometric and electronic structure of the clean and oxygen-covered surfaces, we can then extract by how much the local properties at a given step are affected by the presence of the neighboring steps.

Specifically, we use DFT to study the series of vicinal Pd(11N) (N=3,5,7) surfaces,
Figure 7.1: Top and side views of the atomic geometry of the family of Pd(11N) surfaces \((N=3\) [top panel], 5 [middle panel], 7 [bottom panel]) surfaces. Light grey spheres represent Pd atoms, while the Pd step atoms are shown in grey, to better illustrate the step structure in the top view. Additionally shown in the top view are the \((1 \times 1)\) and \((1 \times 2)\) surface unit-cells (solid and dashed lines, respectively), as well as the high-symmetry sites for oxygen adsorption considered (see text). The side view includes also the layer numbering and the relaxed spacings \(d_{ij}\) between layers \(i\) and \(j\) (and in parenthesis the percent change \(\Delta d_{ij}\) with respect to the bulk interlayer spacing \(d_0\)).
additionally comparing them to the low-index Pd(100) and Pd(111) surfaces. Figure 7.1 explains the geometric structure of the vicinals, which exhibit (111) steps and (100) terraces with 2, 3 and 4 atomic rows for Pd(113), Pd(115) and Pd(117), respectively. Besides the surface energetics and geometric structure with and without oxygen adsorbates, we also study the local density of states (LDOS) and initial-state surface core-level shifts (SCLS) as measures of the surface electronic structure. Apart from insight into details of the oxygen-metal chemical bond, our major conclusion in this part of the work is that the oxygen adsorption properties at the (111) step of Pd(117) (with 4 atomic row terraces) are already very little disturbed by the presence of the neighboring steps of the vicinal.

### 7.1 Computational Details

As Chapter 6, the DFT calculations were also performed within the FP-(L)APW+lo scheme [33], using the (GGA-PBE)[18] for the exchange-correlation (xc) functional. All surfaces were modeled by supercells, employing symmetric slabs (with O adsorption on both sides of the slab) and a minimum vacuum thickness of 12 Å to ensure the decoupling of consecutive slabs. The slab thickness was 7 layers for Pd(111) and Pd(100), 9 layers for Pd(113), 17 layers for Pd(115) and 19 layers for Pd(117), cf. Fig. 7.1. For the oxygen adsorption studies the thickness of the Pd(113), Pd(115) and Pd(117) slabs was increased to 13, 17, and 23, respectively. All structures were fully relaxed, keeping only the atomic positions in the central two slab layers at their fixed bulk positions.

The (L)APW+lo basis set parameters are as follows (see Appendix C): $R_{\text{MT}}^{\text{Pd}} = 2.1\ \text{bohr}$, $R_{\text{MT}}^{\text{O}} = 1.1\ \text{bohr}$, wave function expansion inside the muffin tin spheres up to $l_{\text{max}}^{\text{wf}} = 12$, and potential expansion up to $l_{\text{max}}^{\text{pot}} = 6$. The energy cutoff for the plane wave representation in the interstitial region between the muffin tin spheres was $E_{\text{max}}^{\text{wf}} = 20\ \text{Ry}$ for the wave functions and $E_{\text{max}}^{\text{pot}} = 196\ \text{Ry}$ for the potential. The core states are treated fully relativistic, while the semi-core and valence states are treated within a scalar relativistic approximation, i.e. spin-orbit coupling is included (neglected) for the core (semi-core and valence) states. Monkhorst-Pack (MP) grids were used for the Brillouin zone integrations. Specifically, we used $(6 \times 10 \times 1)$, $(4 \times 10 \times 1)$ and $(3 \times 10 \times 1)$ grids for the calculations of $(1 \times 1)$ surface unit-cells of Pd(113), Pd(115), and Pd(117), respectively. The selected calculations on Pd(100) and Pd(111) used for the comparison with low-index surfaces were done with a $(12 \times 12 \times 1)$ grid. For the larger surface cells, the grids were reduced accordingly to keep the same sampling of the reciprocal space.

Limitations in the numerical accuracy of our results come predominantly from the finite (L)APW+lo basis set and the supercell geometry. We performed extensive test calculations to estimate the importance of the various numerical approximations. Our tests concentrated on the convergence of the crucial energetic quantities of our study, using the surface energies of all five surfaces, as well as the oxygen binding
energy in the Thu and Sh2 site (see Fig. 7.1 and definition below) in \((1 \times 1)\) unit-cells on the vicinals as representatives. Naming here only the factors that are most critical for the convergence, we increased the employed cutoff for the plane-wave basis set systematically from 20 to 30 Ry, doubled the k-mesh density, and tested slab thicknesses with up to twice as many layers. From all these tests we estimate that our reported surface energies are converged to within \(2\text{ meV/Å}^2\), and the O binding energies to within \(150\text{ meV/O atom}\). However, much more important for our study comparing the properties at different surfaces and sites are relative binding energy and surface energy differences. For these differences, a large part of the uncertainty, e.g. due to the description of the isolated O atom, cancels out, and our tests show that the numerical uncertainty for \(\Delta E_b\) of O atoms at different sites or at different surfaces is \(\pm 50\text{ meV/O atom}\), and the relative surface energy differences are converged to within \(0.5\text{ meV/Å}^2\). As will become apparent below, this does not affect our discussion and conclusions.

### 7.2 Clean Vicinal Surfaces

#### 7.2.1 Geometric Structure

The obtained surface relaxation pattern for the low-index Pd(100) and Pd(111) surfaces is as expected in view of the trend understanding over the late 4d TMs e.g. discussed by Methfessel, Hennig and Scheffler [114]. For both surfaces we obtain only insignificant (< 1%) variations in the interlayer spacings of the topmost layers with respect to the bulk value.

Turning to the surface relaxation for the three vicinal surfaces, our results are summarized aside with the geometry side views in Fig. 7.1. One can clearly discern that the largest deviations from the bulk spacing are concentrated to those layers, in which the atoms have a lower coordination than in the bulk. When performing our slab thickness tests, we also fully relaxed slabs with up to twice as many layers as those shown in Fig. 7.1. However, no changes in the interlayer spacings were observed compared to the values listed in Fig. 7.1, and the deeper layers showed insignificant relaxations. Focusing therefore on the larger relaxations in the topmost layers, we notice that the signs of the percent changes \(\Delta d_{ij}\) of the interlayer spacings compared to the bulk spacing exhibit a certain pattern. Starting with the topmost layer distance, we namely have − + − for Pd(113), − − − for Pd(115) and − − + − for Pd(117), where “−” corresponds to a contraction and “+” to an expansion of the interlayer spacing.

There are two theoretical models that explain these sequences as a consequence of Smoluchowski’s ideas of charge smoothing, cf. Fig. 7.2, (or equivalently, in a chemical language, through the bond-order bond-length correlation concept) [115–117]: The atom rows model [118] predicts that for a surface with \(n_{\text{row}}\) atomic rows on the terraces, the first \((n_{\text{row}} - 1)\) topmost interlayer spacings exhibit a contraction,
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Table 7.1: Comparison of the multilayer relaxation sequence of the Pd(11N), (N = 3, 5, 7) vicinals to the key quantities of the atom-rows model [118] and NN coordination model [119]. A “−” in the relaxation sequence stands for a contraction of the corresponding interlayer spacing, and a “+” for an expansion. \(n_{\text{row}}\) is the number of atomic rows on the terraces and \(n_{\text{NN}}\) the number of undercoordinated layers at the surface. For comparison, the coordination is 12 in the fcc bulk, and 8 for a (100) terrace atom.

<table>
<thead>
<tr>
<th>Vicinal Surface</th>
<th>(n_{\text{row}})</th>
<th>NN Coordination For Topmost Layers</th>
<th>(n_{\text{NN}})</th>
<th>Relaxation Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pd(113)</td>
<td>2</td>
<td>7, 10, 12, 12, ...</td>
<td>2</td>
<td>− + −</td>
</tr>
<tr>
<td>Pd(115)</td>
<td>3</td>
<td>7, 8, 10, 12, 12, ...</td>
<td>3</td>
<td>− − + −</td>
</tr>
<tr>
<td>Pd(117)</td>
<td>4</td>
<td>7, 8, 8, 10, 12, 12, ...</td>
<td>4</td>
<td>− − − + −</td>
</tr>
</tbody>
</table>

Table 7.2: Computed surface energies of the low-index Pd(100) and Pd(111) surfaces, as well as of the three vicinal (Pd(11N), (N = 3, 5, 7)) surfaces. Bulk-truncated refers to a bulk-truncated surface geometry, while relaxed corresponds to a fully relaxed surface geometry. We present all values in meV/Å\(^2\) and in eV/surface atom.

<table>
<thead>
<tr>
<th></th>
<th>Pd(111)</th>
<th>Pd(113)</th>
<th>Pd(115)</th>
<th>Pd(117)</th>
<th>Pd(100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>meV/Å(^2)</td>
<td>87.9</td>
<td>100.3</td>
<td>99.4</td>
<td>99.1</td>
<td>96.4</td>
</tr>
<tr>
<td>Bulk-truncated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relaxed</td>
<td>87.9</td>
<td>98.3</td>
<td>97.3</td>
<td>97.4</td>
<td>96.3</td>
</tr>
<tr>
<td>eV/atom</td>
<td>Pd(111)</td>
<td>Pd(113)</td>
<td>Pd(115)</td>
<td>Pd(117)</td>
<td>Pd(100)</td>
</tr>
<tr>
<td>Bulk-truncated</td>
<td>0.59</td>
<td>1.30</td>
<td>2.01</td>
<td>2.76</td>
<td>0.75</td>
</tr>
<tr>
<td>Relaxed</td>
<td>0.59</td>
<td>1.27</td>
<td>1.97</td>
<td>2.71</td>
<td>0.75</td>
</tr>
</tbody>
</table>

while the \(n_{\text{row}}\)th one expands. The nearest-neighbor (NN) coordination model [119] focuses instead on those surface layers which have a NN coordination smaller than the bulk. For a surface where the \(n_{\text{NN}}\) topmost layers are undercoordinated, the topmost \((n_{\text{NN}} - 1)\) interlayer spacings are then expected to contract, while the \(n_{\text{NN}}\)th one expands. As apparent from Table 7.1 the multilayer relaxation sequences obtained for the present family of Pd(11N) vicinals conforms with both models, which is no surprise, since for the case of (111) steps the atom-rows model is actually a special case of the more general NN coordination concept.

7.2.2 Energetics and Electronic Structure

Table 7.2 summarizes the computed surface energies of the three vicinal surfaces and compares them to the surface energies of the two low-index surfaces Pd(100) and Pd(111). Due to the negligible layer relaxation of the latter two surfaces, a full
Figure 7.2: Smoluchowski smoothing picture behind the observed relaxation patterns illustrated for the Pd(117) surface: The undercoordinated terrace atoms, 1, 2, 3 and 4, will contribute electrons to diminish the density gradient in the trench (indicated schematically by the red region). Correspondingly, the interlayer electron density below these atoms will decrease. Trying to preserve the bulk electron density value, an inward relaxation of the atoms results, and the interlayer spacing decreases. The inward movement of these atoms are assisted by a concomitant outward movement of atom 4. As a result of all these movements (schematically indicated by the red arrows), including registry relaxation Eq. 4.2, on Pd(117) the first 3 layers will relax inward, while the 4th layer will move out.

As expected, this is different for the more open vicinal surfaces, where the atomic relaxation leads to some lowering. The values obtained for Pd(111) and Pd(100), 0.59 eV/atom and 0.75 eV/atom respectively, are in good agreement (±5%) with recent other DFT-GGA studies [113, 120, 121]. However, they are significantly different to two earlier trend studies, namely the linear-muffin-tin-orbital (LMTO) GGA work by Vitos et al. (Pd(111) 0.82 eV/atom; Pd(100) 1.15 eV/atom)[123], and the LMTO work by Methfessel, Hennig and Scheffler employing the local-density approximation (LDA)[122] to the xc functional (Pd(111) 0.68 eV/atom; Pd(100) 0.89 eV/atom)[114]. To assess the effect of the different approximate xc functional in the latter study, we recomputed the surface energies with the LDA and using the optimized LDA lattice constant (3.84 Å). The obtained values of 0.77 eV/atom for Pd(111) and 1.02 eV/atom for Pd(100) are again in good agreement with recent other LDA studies [113, 124]. However, although the values are significantly different to the GGA numbers, they cannot resolve the discrepancy with respect to the early LDA work by Methfessel and coworkers. Instead, it seems to be the non-relativistic treatment of the valence and semi-core electrons in the latter work that is behind the difference. When deliberately switching off the scalar relativistic treatment employed in our work, we obtain values of 0.69 eV/atom (Pd(111)) and 0.88 eV/atom (Pd(100)) that are now very close to those obtained by Methfessel and coworkers. While we are therefore able to resolve the difference with respect to this work, we are unable to account for the discrepancy with respect to the TB-LMTO work by Vitos et al.. As already discussed by Da Silva,
Figure 7.3: Local density of states (LDOS) in the different layers in Pd(113) (top left panel), Pd(115) (top right panel) and Pd(117) (bottom panel). Taking the Pd(117) DOS as example, one observes that compared to the bulk-like LDOS in the central layer of the slab, the topmost four surface layers (corresponding to undercoordinated step and terrace atoms) exhibit a significant narrowing of the valence 4\(d\) band. The ensuing shift of the center of gravity of the valence 4\(d\) band induces a non-negligible shift \(\Delta_{\text{initial}}\) in the 3\(d\) core-level positions with respect to the value in a bulk Pd atom. Note the similarity of the \(\Delta_{\text{initial}}\) exhibited by the two terrace atoms in Pd(117), 2nd and 3rd row, to the one of the topmost layer atoms in an infinite Pd(100) terrace, \(\Delta_{\text{initial}} = -0.50\) eV. Equivalent features are seen in the LDOS of Pd(113) and Pd(115).

Stampfl and Scheffler [113], the reason might be that the atomic sphere approximation (ASA) employed by Vitos et al. does not allow for sufficient flexibility of electronic relaxation at the surface.
As for the vicinal surfaces, the sequence of Pd(113), Pd(115) and Pd(117) surface energies is $\gamma_{113} > \gamma_{115} \approx \gamma_{117}$, instead of the more intuitive $\gamma_{117} > \gamma_{115} > \gamma_{113}$. However the trend is similar as in vicinal Cu(11N) surfaces [106]. Although the Pd(115) and Pd(117) are more open than Pd(113), the surface of the vicinal surface becomes more and more flat increasing terraces width. The surface energy of Pd(117) is already very similar to the Pd(100) surface energy. With increasing (100) terraces (more and more atomic rows on the terraces, $N \geq 7$), the surface energy of the vicinal surface obviously approaches the surface energy of the Pd(100) surface. On the other hand, the surface energies sequence gives already a first hint as to the influence of neighboring steps. In this respect, the obtained rather similar values in meV/Å², cf. Table 7.2, suggest that step-step interactions are rather small despite the small terrace widths of these surfaces. This finding is in full agreement with a preceding tight-binding study by Raouafi et al., which also determined negligible step-step interactions at $n_{\text{row}}(100) \times (111)$ vicinals of Rh, Pd and Cu [125].

Moreover, using the computed surface energies for the Pd(11N) vicinal surfaces (Table 7.2), the step formation energy can be evaluated for $n_{\text{row}}=2, 3, 4$ based on Eq. 4.13. If the step-step interaction energy is sufficiently short-ranged, this will already be sufficient to isolate e.g. $E_{111}^{\text{step}}$. There are only 2 atomic rows per terrace on the Pd(113) surface, and inspection of Fig. 7.1, suggests to view this as (111) steps and (100) terraces. However, if viewed after 180° degree rotation, it may alternatively be considered as (100) steps and (111) terraces, and the factor $f$ in Eq. 4.13 is changed to 2/3 [48]. One may therefore use this surface to get two step formation energies, (111) and (100), which due to the proximity of the steps will however not be well converged to the isolated case yet. The other Pd(11N) vicinal surfaces with larger (100) terraces exactly show only (111) steps and (100) terraces. Table 7.3 summarizes the step formation energies extracted using the calculated unrelaxed and relaxed surface energies of the Pd(11N) family, and compares with step formation energy values in the literature. (The factor $f$ is no longer exactly 1/2 for $n_{\text{row}}(100) \times (111)$ and 2/3 for $n_{\text{row}}(111) \times (100)$ in relaxed vicinal surfaces). Although our results for $E_{111}^{\text{step}}$ ($n_{\text{row}}=4$) (GGA-PBE), compare well with the LMTO-GGA study of Vitos et al. [48], the differences to the TB-LDA [125] are substantial (factor 2). While potential other sources for this discrepancy could be the use of unrelaxed surfaces at experimental lattice constants in ref. [48], the major source is presumably the different choice of xc functional, namely the LDA. This is already reflected by their much larger surface energy of Pd(113) [1.533 eV/atom], compared with our value of 1.30 eV/atom, in good agreement with 1.27 eV/atom in ref. [127]. As apparent from Table. 7.3, although the difference of $E_{111}^{\text{step}}$ on the three Pd(11N) surfaces is very small, it still shows a trend with the step formation energy on Pd(113) being larger than on Pd(115) or Pd(117), indicating short-ranged repulsive step-step interactions [125, 126]. Moreover, $E_{\text{111}}^{\text{step}}$ on Pd(115) and Pd(117) is almost the same, suggesting that at the larger terrace widths only a very small step-step interaction is left. Our $E_{111}^{\text{step}}$ results on Pd(11N) show thus the same trend as those reported in ref. [125] for the family of Rh(11N) and Cu(11N) surfaces. Although
Table 7.3: Step formation energies at the different vicinal surfaces (Table 7.2) extracted via Eq. 4.13 and using either the ideal geometrical factor for the nonrelaxed surface, or taking \( f \) from our relaxed surface geometries. Additionally shown are values from the literature.

<table>
<thead>
<tr>
<th>Surface</th>
<th>( E_{\text{step}} ) (eV/atom)</th>
<th>( f )</th>
<th>( E_{\text{step}}^{100} ) (eV/atom)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pd(113)</td>
<td>[unrelax, relax]</td>
<td>1/2</td>
<td>0.526</td>
</tr>
<tr>
<td>Pd(115)</td>
<td>[unrelax, relax]</td>
<td>1/2</td>
<td>0.527</td>
</tr>
<tr>
<td>Pd(117)</td>
<td>[unrelax, relax]</td>
<td>1/2</td>
<td>0.513</td>
</tr>
<tr>
<td>Vitos [48]</td>
<td></td>
<td>1/2</td>
<td>0.106</td>
</tr>
<tr>
<td>Raouafi [125]</td>
<td></td>
<td>1/2</td>
<td>0.289</td>
</tr>
</tbody>
</table>

Apart from surface energies and step formation energies, the fast decay of the local perturbation introduced by the (111) step is also nicely discerned in the surface electronic structure. Figure 7.3 shows the local density of states (LDOS) calculated inside the muffin tin spheres of the atoms in the various surface layers at Pd(11N). Taking the Pd(117) LDOS as example, one observes that compared to the bulk-like LDOS of the central layer in the slab, only the topmost four layers corresponding to step or terrace atoms with reduced NN coordination show a significant variation, predominantly in form of a narrowing of the valence 4\( d \) band. The band narrowing induces a shift in the position of the core-levels, \textit{cf}. section 4.7. With our SCLS definition, the valence 4\( d \) band narrowing at the Pd surface leads to a negative shift, and we focus in this work in particular on the SCLS exhibited by the 3\( d \) Pd levels.

We note that the \( \Delta_{\text{init}}^{\text{SCLS}} \) exhibited by the eightfold coordinated 2nd and 3rd layer terrace atoms at Pd(117), \textit{cf}. Fig. 7.3, are already quite similar to the one we compute for a topmost layer atom in an infinite Pd(100) terrace, \(-0.50\) eV/atom. In contrast, all deeper layers with 12fold bulk-like coordination exhibit only insignificant shifts. Table 7.4 shows that the nearest-neighbor coordination is in fact the overriding factor.
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Table 7.4: Initial-state surface core-level shifts $\Delta_{\text{initial}}^{\text{SCLS}}$ for the topmost layers with reduced NN coordination, cf. Table 7.1, at the low-index and vicinal surfaces. All values are given in eV.

<table>
<thead>
<tr>
<th>$\Delta_{\text{initial}}^{\text{SCLS}}$</th>
<th>Pd(111)</th>
<th>Pd(113)</th>
<th>Pd(115)</th>
<th>Pd(117)</th>
<th>Pd(100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>-0.39</td>
<td>-0.56</td>
<td>-0.50</td>
<td>-0.54</td>
<td>-0.50</td>
</tr>
<tr>
<td>2nd</td>
<td></td>
<td>-0.19</td>
<td>-0.43</td>
<td>-0.45</td>
<td></td>
</tr>
<tr>
<td>3rd</td>
<td></td>
<td></td>
<td>-0.23</td>
<td>-0.48</td>
<td></td>
</tr>
<tr>
<td>4th</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.24</td>
</tr>
</tbody>
</table>

Table 7.5: Binding energies of oxygen atoms at the different highly-coordinated terrace and step sites of the three Pd(11N) (N=3,5,7) surfaces, see Fig. 7.1 for an illustration of all sites and the employed nomenclature. Listed are results for the adsorption of one oxygen atom per (1 $\times$ 1) and (1 $\times$ 2) surface unit-cell. At the Pd(113) surface, the Thu and Thl sites coincide, which is why only one value is given. All values are in eV.

<table>
<thead>
<tr>
<th>$\text{(1 } \times \text{ 1)}$</th>
<th>Sh1</th>
<th>Sh2</th>
<th>Thu</th>
<th>Thl</th>
<th>Thc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pd(113)</td>
<td>0.82</td>
<td>0.87</td>
<td>0.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pd(115)</td>
<td>0.80</td>
<td>0.89</td>
<td>0.84</td>
<td>0.52</td>
<td></td>
</tr>
<tr>
<td>Pd(117)</td>
<td>0.83</td>
<td>0.94</td>
<td>0.86</td>
<td>0.57</td>
<td>0.80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\text{(1 } \times \text{ 2)}$</th>
<th>Sh1</th>
<th>Sh2</th>
<th>Thu</th>
<th>Thl</th>
<th>Thc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pd(113)</td>
<td>1.08</td>
<td>1.17</td>
<td>0.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pd(115)</td>
<td>1.04</td>
<td>1.17</td>
<td>1.27</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>Pd(117)</td>
<td>1.05</td>
<td>1.22</td>
<td>1.27</td>
<td>0.98</td>
<td>1.25</td>
</tr>
</tbody>
</table>

parameter determining the initial-state SCLSs at all surfaces studied here. Comparing to the NN coordination listed in Table 7.1, one even finds a roughly linear relation of the $\Delta_{\text{initial}}^{\text{SCLS}}$ with the number of NN Pd atoms, which indicates that perturbations further away than the immediate NN shell are rapidly screened away.

7.3 Oxygen Adsorption at Vicinal Surfaces

7.3.1 Binding Energy

Interested in evaluating the effect of the nearby steps in the series of Pd(11N) surfaces, we consider the adsorption of oxygen as a probe of the local chemical properties. On Pd(113) there have the least number of inequivalent adsorption sites among the Pd(11N)surfaces (Fig. 4.3 and 7.1). Focusing on the oxygen adsorption on all kinds of sites on the Pd(113) surface, and trying to get some hints of the oxygen adsorption on the vicinal surfaces, which adsorption sites are the important ones for us, we
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Table 7.6: Binding energy of oxygen adsorption at different sites on Pd(113)(1×1) (Fig. 4.3).

<table>
<thead>
<tr>
<th></th>
<th>Sh2</th>
<th>Sh1</th>
<th>Thl</th>
<th>Tb1</th>
<th>Tb2</th>
<th>Tb3</th>
<th>Tt1</th>
<th>Tt2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_b$ (eV)</td>
<td>0.87</td>
<td>0.82</td>
<td>0.60</td>
<td>0.67</td>
<td>0.66</td>
<td>0.81</td>
<td>-0.40</td>
<td>0.05</td>
</tr>
</tbody>
</table>

summarize all the binding energies of the oxygen adsorption at the different sites on the Pd(113) surface in Table 7.6. In Table 7.6 the binding energies show that the Sh2 site where the oxygen atom is coordinated to two step atoms is the most stable one on Pd(113), and the next most stable one is the Sh1 site where the oxygen atom is coordinated to one step atoms. And the binding energy of Tb3 site which at the bridge site of bottom step edge has a similar value as the Sh1 site. This is because the two sites have the similar adsorption environment (Fig. 4.3), and after relaxation the oxygen at the Tb3 site will move to the Sh1 site. From the binding energies of oxygen at Pd(113), which indicates that hollow sites i.e. have the largest binding energies. For this we focus on the binding of atomic O to the highly-coordinated high-symmetry sites offered by the vicinal surfaces, namely the fourfold coordinated hollow sites on the terraces and the threefold coordinated hollow sites at the steps, cf. Fig. 7.1. Apart from Sh2 and Sh1 sites, at the Pd(117) surface, there are three terrace hollow sites, one at the lower edge of the step (Thl), one at the upper edge of the step (Thu) and one in the center of the terrace (Thc). Due to the reduced terrace width, there are only Thl and Thu sites at Pd(115), and at Pd(113) the lower and upper edge terrace hollow sites coincide. To analyze the effect of coverage we calculated the binding energy of one oxygen atom at any of these sites both in (1×1) and (1×2) surface unit cells. In the prior, all sites of one type are then covered, e.g. all Sh1 sites along a step, while in the latter occupied sites alternate with empty ones, e.g. one Sh1 site covered, the neighboring one empty etc.

The obtained binding energies are compiled in Table 7.5 and can be understood in a rather simple and local picture. Central for the stability at a given site are the number of directly coordinated surface Pd atoms and their respective Pd coordination (nfold coordinated terrace or step atoms). Sites which are identical with respect to these criteria exhibit binding energies that are almost degenerate within our numerical accuracy (±50 meV/O atom). Prominent examples are the similar binding energies at the Sh1 site at all three surfaces (binding to one 7fold coordinated step and two 10fold coordinated terrace atoms) and at the Sh2 site at all three surfaces (binding to two 7fold coordinated step and one 10fold coordinated terrace atom). Due to the narrow terrace widths this equivalence is only established for the Thu (and separately for the Thl) sites at the Pd(115) and Pd(117) surfaces. There, Thl corresponds to binding to two 8fold coordinated and two 10fold coordinated terrace atoms, while Thu corresponds to binding to two 7fold coordinated step atoms and two 8fold coordinated terrace atoms. The binding site Thc in the center of a terrace (coordination
to four 8fold terrace atoms) develops only at the Pd(117) surface, but is then already comparable to the fourfold hollow site at Pd(100), corresponding to an infinite terrace width. We arrive at this assessment from calculating $(3 \times 1)$ and $(4 \times 1)$ overlayers at Pd(100) with one oxygen atom per surface unit-cell. The obtained binding energies are $0.84 \text{eV/O atom}$ and $0.85 \text{eV/O atom}$, respectively, which shows that the lateral interactions between the neighboring O atoms along the long axis of the unit-cell are already negligible. On the other hand, these binding energies are very close to the one computed for the Thc site at Pd(117), $0.80 \text{eV/O atom}$, revealing an only marginal influence of the neighboring steps in the latter case. Furthermore, the predominant role of the local coordination seems to hold independently of the coverage, since our calculations in $(1 \times 2)$ surface unit-cells, cf. Table 7.5, show exactly the same pattern. In this case, we compute an O binding energy of $1.29 \text{eV/O atom}$ in a $(3 \times 2)$ overlayer on Pd(100), which is again very similar to the value of $1.25 \text{eV/O atom}$ at the Thc site.

Also the stability ordering among the different site types largely follows a local coordination picture, when recognizing that the bonding is stronger to lower-coordinated Pd atoms than to higher-coordinated ones. Correspondingly, the Sh2 site is more stable than the Sh1 (bonding to two step atoms vs. bonding to one step atom), while the ordering among the terrace sites goes with decreasing stability as Thu, Thc and Thl. Interestingly, the most stable terrace site (Thu) is slightly more stable than the most stable step site (Sh2) at the lower $(1 \times 2)$ coverage studied, while this order is reversed at the higher $(1 \times 1)$ coverage. This might again be explained in a local coordination picture, when realizing that in the $(1 \times 1)$ arrangement, neighboring O atoms in rows of any of the terrace sites share two Pd atoms, while in rows of either of the two step sites they share only one Pd atom. In terms of a bond-order conservation picture, it is then intelligible that equivalent terrace sites are $\sim 0.4 \text{eV/O atom}$ less stable in the denser $(1 \times 1)$ overlayer compared to the $(1 \times 2)$ one, while for the step sites this reduction is only $\sim 0.25 \text{eV/O atom}$. With the Thu site only slightly more favorable than the Sh2 site in the $(1 \times 2)$ arrangement, the smaller reduction for the Sh2 site when going to the dense $(1 \times 1)$ arrangement leads then to slight preference for the Sh2 site. We speculate that this change in the stability ordering of terrace and step sites with coverage may lead to interesting ordering phenomena. Addressing this topic requires a proper evaluation of the partition function, on which we focus in the next chapter.

### 7.3.2 Geometric and Electronic Structure

The calculated relaxed surface geometries also reflect the local coordination picture developed in the previous section. Focusing first on the O-Pd bond lengths, the data for the $(1 \times 1)$ O overlayers compiled in Table 7.7 clearly reveals two trends (equivalent results are obtained for the $(1 \times 2)$ O overlayers): Longer O-Pd bond lengths are found at higher coordinated adsorption sites (fourfold terrace sites vs. threefold step sites), and shorter bond lengths result in bonds to lower coordinated Pd atoms (7fold
Table 7.7: O-Pd bond lengths (in Å) at the different sites in (1 × 1) overlayers. The shorter bond lengths are always to the lower coordinated Pd atoms, cf. Fig. 7.1 and Table 7.2. At the Pd(113) surface, the Thu and Thl sites coincide, which is why only one set of values is given.

<table>
<thead>
<tr>
<th></th>
<th>Sh1</th>
<th>Sh2</th>
<th>Thu</th>
<th>Thl</th>
<th>Thc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pd(113)</td>
<td>1.97/2.02/2.02</td>
<td>1.98/1.98/2.02</td>
<td>2.00/2.00/2.47</td>
<td>2.47</td>
<td></td>
</tr>
<tr>
<td>Pd(115)</td>
<td>1.99/2.01/2.01</td>
<td>1.99/1.99/2.03</td>
<td>2.15/2.15/2.14</td>
<td>2.14</td>
<td></td>
</tr>
<tr>
<td>Pd(117)</td>
<td>1.98/2.01/2.01</td>
<td>1.98/1.98/2.03</td>
<td>2.15/2.15/2.14</td>
<td>2.14</td>
<td>2.05/2.05/2.30/2.30</td>
</tr>
</tbody>
</table>

coordinated step atoms vs. 8 or 10fold coordinated terrace atoms). Equivalent sites at the different surfaces that possess the same coordination and hence similar binding energies as discussed above, also exhibit similar bond lengths. The local geometry at the Sh1 and Sh2 sites is thus the same at all three vicinals, and so is the one at the Thu and Thl sites at Pd(115) and Pd(117). Since the bonds to lower coordinated Pd atoms are shorter, the threefold step sites Sh1 and Sh2 are not exactly threefold, but a slightly shorter bond length results to the step atoms. The same occurs for the terrace sites, where the inequivalence of the Thl site at the bottom of the step is most pronounced: Here, the O atom is significantly shifted away from ideal fourfold site, away from the step and towards the terrace center. Just as with respect to the binding energies, the Thc site is already very much comparable in its local geometry to the fourfold hollow site at a similarly covered Pd(100) surface: For (3 × 1) and (4 × 1) overlayers with one O atom per surface unit-cell we compute bond lengths of 2.14 Å, which are almost identical to the 2.13 Å/2.16 Å found at Pd(117). Interestingly, this bond length similarity to the low-index surfaces holds even for the threefold step sites Sh1 and Sh2, which exhibit bond lengths that are very close to the ≈2 Å computed for the threefold hollow sites in various overlayers on Pd(111) [111].

The chemisorption of oxygen also induces substantial changes in the relaxation pattern of the underlying Pd substrate atoms. Similar to the situation at lower coverages at the low-index Pd(111) [111] and Pd(100) surfaces, the main effect of the adsorbed oxygen is to pull the directly coordinated Pd atoms out of the surface. However, while primarily at Pd(100) this leads simply to a significant expansion of the first layer spacing (\(\Delta d_{12} = +12\%\) at (1 × 1) coverage), the relaxation is more complicated at the more open vicinal surfaces, which also allow for quite some lateral displacements of the Pd atoms. The corresponding data is shown in Fig. 7.4 for O adsorption in the most stable step and terrace site, Sh2 and Thu respectively, and compiled in Table 7.8 for all adsorption sites. Due to the lateral displacements, the oxygen-induced changes in the relaxation pattern also propagate much further than just the nearest-neighbor Pd shell. Here, the locality is thus not that pronounced, but apparently this has no significant consequences on the afore discussed binding energies.

The perturbation in the electronic system created by the chemisorbed oxygen atom is again very localized, as is nicely reflected in the layer-resolved LDOSs. Figure 7.5 exemplifies this for oxygen at the Sh2 step and Thc terrace site at Pd(117).
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Figure 7.4: Geometry side views for adsorption in the Sh2 (left panels) and Thu (right panels) sites in $(1 \times 1)$ overlayers at the Pd(113) [top panels], Pd(115) [middle panels], and Pd(117) [bottom panels]. The insets show the percent change of the layer spacings with respect to the bulk spacing $\Delta d_{ij}$. For comparison, the value in parenthesis gives the corresponding $\Delta d_{ij}$ of the clean surface. The arrows indicate the direction of the substrate atom displacement (including the lateral relaxation) with respect to the position in the clean surface. Light grey spheres represent Pd atoms, grey spheres Pd step atoms, and small dark (red) spheres O atoms.

---

\[
\begin{align*}
\Delta d_{12} &= -4\% (-11\%) \\
\Delta d_{23} &= +10\% (+5\%) \\
\Delta d_{34} &= -3\% (-1\%)
\end{align*}
\]

\[
\begin{align*}
\Delta d_{12} &= -8\% (-11\%) \\
\Delta d_{23} &= +11\% (+5\%) \\
\Delta d_{34} &= -5\% (-1\%)
\end{align*}
\]

\[
\begin{align*}
\Delta d_{12} &= +5\% (-17\%) \\
\Delta d_{23} &= -24\% (-17\%) \\
\Delta d_{34} &= +27\% (+22\%) \\
\Delta d_{45} &= -6\% (-11\%) \\
\Delta d_{56} &= -5\% (-2\%)
\end{align*}
\]

\[
\begin{align*}
\Delta d_{12} &= -21\% (-17\%) \\
\Delta d_{23} &= -6\% (-17\%) \\
\Delta d_{34} &= +31\% (+22\%) \\
\Delta d_{45} &= -27\% (-11\%) \\
\Delta d_{56} &= +12\% (-2\%)
\end{align*}
\]

\[
\begin{align*}
\Delta d_{12} &= +20\% (-12\%) \\
\Delta d_{23} &= -1\% (-10\%) \\
\Delta d_{34} &= -37\% (-12\%) \\
\Delta d_{45} &= +36\% (+20\%) \\
\Delta d_{56} &= +4\% (-6\%) \\
\Delta d_{67} &= -9\% (-6\%) \\
\Delta d_{78} &= -6\% (+1\%)
\end{align*}
\]

\[
\begin{align*}
\Delta d_{12} &= -21\% (-12\%) \\
\Delta d_{23} &= +3\% (-10\%) \\
\Delta d_{34} &= -17\% (-12\%) \\
\Delta d_{45} &= +42\% (+20\%) \\
\Delta d_{56} &= -30\% (-6\%) \\
\Delta d_{67} &= +5\% (-6\%) \\
\Delta d_{78} &= +5\% (+1\%)
\end{align*}
\]
Table 7.8: Surface relaxation pattern of the Pd(11N) (N = 3, 5, 7) vicinal surfaces, both for the clean surfaces and with a (1 x 1) O overlayer adsorbed. Shown are the interlayer spacings $d_{ij}$ (see Fig. 7.1 for a definition of the layer numbers), as well as in parenthesis the percent change $\Delta d_{ij}$ with respect to the interlayer spacing $d_0$ in the bulk, cf. Eq. 4.1. See Fig. 7.1 for an illustration of the various adsorption sites.

<table>
<thead>
<tr>
<th>Pd(113)</th>
<th>Sh1</th>
<th>Sh2</th>
<th>Thu/Thl</th>
<th>clean</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{12}$ ($\Delta d_{12}$)</td>
<td>0.89 Å (+9%)</td>
<td>1.15 Å (+1%)</td>
<td>1.10 Å (+2%)</td>
<td>1.06 Å (+8%)</td>
</tr>
<tr>
<td>$d_{23}$ ($\Delta d_{23}$)</td>
<td>1.32 Å (+11%)</td>
<td>1.31 Å (+10%)</td>
<td>1.32 Å (+11%)</td>
<td>1.25 Å (+5%)</td>
</tr>
<tr>
<td>$d_{34}$ ($\Delta d_{34}$)</td>
<td>1.11 Å (+7%)</td>
<td>1.15 Å (+3%)</td>
<td>1.12 Å (+5%)</td>
<td>1.18 Å (+1%)</td>
</tr>
<tr>
<td>$d_{45}$ ($\Delta d_{45}$)</td>
<td>1.23 Å (+3%)</td>
<td>1.21 Å (+2%)</td>
<td>1.23 Å (+3%)</td>
<td>1.19 Å (0%)</td>
</tr>
<tr>
<td>$d_{56}$ ($\Delta d_{56}$)</td>
<td>1.17 Å (+2%)</td>
<td>1.19 Å (0%)</td>
<td>1.18 Å (1%)</td>
<td>1.19 Å (0%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pd(115)</th>
<th>Sh1</th>
<th>Sh2</th>
<th>Thu</th>
<th>Thl</th>
<th>clean</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{12}$ ($\Delta d_{12}$)</td>
<td>0.74 Å (+2%)</td>
<td>0.79 Å (+5%)</td>
<td>0.60 Å (+21%)</td>
<td>0.64 Å (+15%)</td>
<td>0.63 Å (+17%)</td>
</tr>
<tr>
<td>$d_{23}$ ($\Delta d_{23}$)</td>
<td>0.62 Å (+19%)</td>
<td>0.58 Å (+24%)</td>
<td>0.71 Å (+6%)</td>
<td>0.73 Å (+4%)</td>
<td>0.63 Å (+17%)</td>
</tr>
<tr>
<td>$d_{34}$ ($\Delta d_{34}$)</td>
<td>0.95 Å (+24%)</td>
<td>0.97 Å (+27%)</td>
<td>1.00 Å (+31%)</td>
<td>0.82 Å (+8%)</td>
<td>0.93 Å (+22%)</td>
</tr>
<tr>
<td>$d_{45}$ ($\Delta d_{45}$)</td>
<td>0.70 Å (+7%)</td>
<td>0.71 Å (+6%)</td>
<td>0.55 Å (+27%)</td>
<td>0.85 Å (+11%)</td>
<td>0.68 Å (+11%)</td>
</tr>
<tr>
<td>$d_{56}$ ($\Delta d_{56}$)</td>
<td>0.71 Å (+6%)</td>
<td>0.72 Å (+5%)</td>
<td>0.85 Å (+13%)</td>
<td>0.62 Å (+19%)</td>
<td>0.74 Å (+2%)</td>
</tr>
<tr>
<td>$d_{67}$ ($\Delta d_{67}$)</td>
<td>0.85 Å (+9%)</td>
<td>0.81 Å (+7%)</td>
<td>0.77 Å (+1%)</td>
<td>0.81 Å (+6%)</td>
<td>0.70 Å (+4%)</td>
</tr>
<tr>
<td>$d_{78}$ ($\Delta d_{78}$)</td>
<td>0.72 Å (+5%)</td>
<td>0.74 Å (+2%)</td>
<td>0.74 Å (+2%)</td>
<td>0.80 Å (+5%)</td>
<td>0.75 Å (+2%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pd(117)</th>
<th>Sh1</th>
<th>Sh2</th>
<th>Thu</th>
<th>Thc</th>
<th>Thl</th>
<th>clean</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{12}$ ($\Delta d_{12}$)</td>
<td>0.66 Å (+20%)</td>
<td>0.66 Å (+20%)</td>
<td>0.44 Å (+21%)</td>
<td>0.50 Å (+12%)</td>
<td>0.49 Å (+12%)</td>
<td></td>
</tr>
<tr>
<td>$d_{23}$ ($\Delta d_{23}$)</td>
<td>0.52 Å (+6%)</td>
<td>0.54 Å (+1%)</td>
<td>0.57 Å (+3%)</td>
<td>0.51 Å (+7%)</td>
<td>0.46 Å (+16%)</td>
<td>0.50 Å (+10%)</td>
</tr>
<tr>
<td>$d_{34}$ ($\Delta d_{34}$)</td>
<td>0.59 Å (+8%)</td>
<td>0.57 Å (+4%)</td>
<td>0.39 Å (+17%)</td>
<td>0.51 Å (+7%)</td>
<td>0.51 Å (+8%)</td>
<td>0.49 Å (+12%)</td>
</tr>
<tr>
<td>$d_{45}$ ($\Delta d_{45}$)</td>
<td>0.80 Å (+46%)</td>
<td>0.75 Å (+36%)</td>
<td>0.78 Å (+42%)</td>
<td>0.65 Å (+18%)</td>
<td>0.70 Å (+28%)</td>
<td>0.66 Å (+20%)</td>
</tr>
<tr>
<td>$d_{56}$ ($\Delta d_{56}$)</td>
<td>0.50 Å (+18%)</td>
<td>0.50 Å (+9%)</td>
<td>0.58 Å (+5%)</td>
<td>0.36 Å (+34%)</td>
<td>0.66 Å (+20%)</td>
<td>0.52 Å (+6%)</td>
</tr>
<tr>
<td>$d_{67}$ ($\Delta d_{67}$)</td>
<td>0.45 Å (+11%)</td>
<td>0.52 Å (+6%)</td>
<td>0.58 Å (+5%)</td>
<td>0.63 Å (+15%)</td>
<td>0.40 Å (+28%)</td>
<td>0.56 Å (+1%)</td>
</tr>
<tr>
<td>$d_{78}$ ($\Delta d_{78}$)</td>
<td>0.69 Å (+25%)</td>
<td>0.61 Å (+12%)</td>
<td>0.58 Å (+5%)</td>
<td>0.59 Å (+6%)</td>
<td>0.60 Å (+10%)</td>
<td>0.56 Å (+1%)</td>
</tr>
</tbody>
</table>

Figure 7.5: Oxygen-induced changes in the local density of states (LDOS) and initial-state SCLSs. Shown are the data for oxygen adsorption into the Sh2 step (left panels) and Thc terrace site (right panels) at Pd(117). Dashed lines correspond to the LDOS with the O adsorbate (inside the O muffin tin in the top panel and inside the Pd muffin tin in all other panels), solid lines correspond to the clean surface. The $\Delta_{\text{SCLS}}$ exhibited by the Pd terrace atoms directly coordinated to the O atom in the Thc sites, layers 2 and 3, are very similar to the 0.32 eV computed for the directly-coordinated Pd atoms in a (3 x 1) O-overlayer at Pd(100). The values in parenthesis give the initial-state SCLSs at the clean surface for comparison.
In both cases, the local density of states is primarily affected in the surface layers corresponding to the Pd atoms directly coordinated to the O adsorbate, namely layers 1 and 4 for the Sh2 site, and layers 2 and 3 for the Thc site, cf. Fig. 7.1. In these layers, we find O-Pd bonding states just below and antibonding states just above the nearly fully occupied Pd 4d band. In the shown LDOS for the (1 × 1) overlayer, the bonding states show some substructure due to the presence of a noticeable oxygen-oxygen interaction along the rows in the short direction of the surface unit-cell. This leads to the formation of an adsorbate band structure as previously discussed for high-coverage O overlayers at the low-index Pd(111) surface [111]. The surface layers corresponding to atoms not belonging to the immediate NN shell of the oxygen adsorbate show only insignificant variations in the LDOS compared to the case of the clean surface, as does the LDOS in the deeper layers. Correspondingly, it is also only the directly coordinated surface layers that exhibit appreciable adsorbate-induced changes in the initial-state SCLSs, cf. Fig. 7.5. The widening of the d-band leads then to more positive shifts compared to the clean surface SCLSs [51]. The stronger the formed O-Pd bond, the larger the disturbance of the local potential and the larger the ensuing shift. In this respect, we find O-induced shifts, i.e., a change of $\Delta_{\text{initial}}^{\text{SCLS}}$ compared to the value at the clean surface, of $+1.21$ eV and $+0.48$ eV at the 7fold and 10fold coordinated Pd atoms to which the O atom binds in the Sh2 site, and shifts of $+0.69$ eV and $+0.82$ eV at the two types of 8fold terrace Pd atoms to which the O atom binds in the Thc site. This indicates a significantly different bonding of the O atom to the different NN Pd atoms, which correlates with the varying O-Pd bond lengths shown in Table 7.7 and suggests that the 7fold coordinated step atoms may offer a stronger bonding compared to the higher-coordinated terrace atoms. That the overall binding energy at the Sh2 site is nevertheless still comparable to the most stable terrace sites, cf. Table 7.5, results simply because the latter offer a higher (fourfold) coordination to Pd atoms compared to the threefold sites at the (111) step.

The perturbation due to oxygen adsorption at all other investigated sites is as localized as in the just discussed case of the Sh2 and Thc sites. In all cases, we only find significant O-induced shifts in the initial-state SCLS at the directly coordinated Pd atoms. Just as for the binding energies and O-Pd bond lengths, also these SCLSs are very similar for adsorption into equivalent sites at the three vicinal surfaces. In a (3 × 1) overlayer at Pd(100) we compute an O-induced SCLS shift of $+0.82$ eV exhibited by the directly coordinated Pd atoms, which is again very similar to the above cited values for O adsorption into the Thc terrace site at a Pd(117) surface. This corroborates our understanding that the neighboring steps have already a negligible influence on the O bonding at this site in the center of an only four atomic row wide terrace.
7.4 Conclusions

In this Chapter we presented a DFT-GGA study addressing the on-surface adsorption of oxygen at Pd(11N) \((N=3,5,7)\) vicinal surfaces. Apart from providing detailed insight into the oxygen-metal chemical bond, our particular interest was to investigate the influence on the adsorption properties by the neighboring steps that are separated by 2, 3 and 4 atomic row wide terraces at the three surfaces, respectively. The computed data on binding energies, local density of states and initial-state surface core-level shifts points at a very localized perturbation created by the chemisorbed oxygen atoms, primarily concentrating on the nearest neighbor Pd atoms. Central for the stability at a given site are then the number of directly coordinated surface Pd atoms (threefold hollow sites at the (111) steps vs. fourfold hollow sites at the (100) terraces) and their respective Pd coordination \((n\)-fold coordinated Pd terrace or step atoms). Sites which are equivalent with respect to these criteria exhibit binding energies that are degenerate to within 70 meV/O atom. Examples are the step sites at all three vicinal surfaces, while the hollow site in the center of the four atomic row (100) terrace at Pd(117) is already very much comparable to the ones at the low-index Pd(100) surface. Interestingly, the stability at the threefold (111) step sites is very similar to the stability at the fourfold (100) terrace sites, and their energetic order depends on the local oxygen concentration. The ruling lateral interactions will thus critically determine the ordering behavior under the influence of a step, and it is this ordering behavior which we address in the next chapter.
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Chapter 8

Decoration of a (111) Step at Pd(100) by Oxygen Atoms

As prominent defects at solid surfaces atomic steps are commonly perceived as playing some kind of special, if not decisive role for the surface properties or function in materials science applications. When it comes to the interaction with a reactive environment, steps are viewed as providing particularly active sites which can have a pronounced effect on the catalytic activity or act as nucleation centers for adsorbate-induced morphological transitions with oxide formation or corrosion in our oxygen-rich atmosphere as well-known examples. When aiming to qualify this role at the atomic scale an important first task is to identify the structure and composition at the step edge under realistic gas-phase conditions. On the modeling side, the first-principles atomistic thermodynamics approach [67] has brought considerable progress to this end for ideal low-index surfaces. In its prevalent form, this approach compares the stability of a variety of structural models in contact with a given gas-phase reservoir. Extending it to the study of steps depends then only on the ability to perform the underlying electronic structure calculations for corresponding structural models. For metal surfaces, one viable route to this is to resort to supercell geometries for vicinal surfaces, i.e. to compute periodic arrays of steps that can be suitably cast into a periodic boundary condition framework. Unfortunately, the high computational cost connected to such inherently large supercell calculations severely limits both the accessible surface unit-cell sizes and total number of structural models that can be computed. This prevents to date a proper exploration of the huge configurational space of possible step structures and allows at best for approximate treatments of entropic effects at elevated temperatures.

In this chapter we address these limitations by suitably combining the thermodynamic approach with a first-principles parameterized lattice-gas Hamiltonian (LGH) [67]. The concept is illustrated with the application to the on-surface oxygen adsorption at Pd(100), and there specifically to the decoration of close-packed (111) steps in an oxygen atmosphere. In Chapter 7 we proved that the binding properties at the center of (100) terraces of Pd(117) are little disturbed by the neighboring steps. Then
we employ large-scale density-functional theory (DFT) calculations for corresponding low-index O-Pd(100) and vicinal O-Pd(117) to determine the lateral interactions between adsorbates at the (100) terrace sites and at sites close to or at a (111) step. In a first stage the resulting multi-site LGH is then used to generate a large pool of possible structural models with varying on-surface O content. Within the thermodynamic framework the stability of these models is evaluated for a wide range of gas-phase conditions and compared to known more complex O-induced reconstructions at the low-index surface, namely an ultrathin \((\sqrt{5} \times \sqrt{5})R27^\circ\) (henceforth simply termed \(\sqrt{5}\) surface oxide) and thick bulk-like PdO films \([90, 91]\). Intriguingly, this identifies a distinct range of O chemical potentials where a characteristic zigzag step decoration is most stable. Explicitly accounting for the configurational entropy we confirm with grand-canonical Monte Carlo (GCMC) simulations that this ordered structure is indeed stable up to quite elevated temperatures, in fact up to even higher temperatures than the concurrent ordered adsorbate structure at the Pd(100) terrace. At near atmospheric pressures such temperatures around and above 1000 K are representative for catalytic applications like the high-temperature combustion of methane \([136]\), for which our study thus provides first insight into the structure and composition at a prominent defect on the working surface.

### 8.1 Computational Details

#### 8.1.1 Total Energy Calculations

Again, we employ the WIEN2k code based on FP-(L)APW+lo, using GGA-PBE as the exchange-correlation functional, for the total energy calculations of various ordered oxygen structures at Pd(117) (see Appendix F). All surface structures are modeled in a supercell geometry, employing full-relaxed symmetric slabs (with O adsorption on both sides of the slab) consisting of 23 Pd(117) layers with an optimized bulk lattice constant of \(a= 3.947 \, \text{Å}\). A minimum vacuum region of 12 Å ensures the decoupling of consecutive slabs. The (L)APW+lo basis set are listed as following: \(R_{\text{MT}}^\text{Pd}=2.1\) bohr, \(R_{\text{MT}}^\text{O}=1.1\) bohr, wave function expansion inside the muffin tin spheres up to \(l_{\text{max}}^{\text{wf}}=12\), and potential expansion up to \(l_{\text{max}}^{\text{pot}}=6\). The energy cutoff for the plane wave representation in the interstitial region between muffin tin spheres was \(E_{\text{max}}^{\text{wf}}=20\) Ry for the wave functions and \(E_{\text{max}}^{\text{pot}}=196\) Ry for the potential. Monkhorst-Pack (MP) grids were used for the Brillouin zone integrations. Specially, we use a \((3\times12\times1)\) \(^1\) for the calculation of the Pd(117)(1\(\times\)1) surface unit cell. For the larger surface cells, care was taken to keep the reciprocal space point sampling identical by appropriately reducing the employed k-meshes, e.g. the k-meshes are changed to \((3\times6\times1)\) and \((3\times4\times1)\) for Pd(117)(1\(\times\)2) and Pd(117)(1\(\times\)3) surface unit-cell respectively. The total energy of the isolated O\(_2\) molecule is obtained just as in Chapter 4.

\(^1\)The k-mesh used in this chapter is different to the k-mesh in Chapter 7, which was \((6 \times 10 \times 1)\), for reasons which will be detailed below.
In order to explicitly account for the different hollow sites (Sh2, Sh1, Thu, Thc and Thl) at Pd(117), instead of using the average binding energy as in Eq. 4.10, we are going to use the total binding energy to do the comparison, and extract the lateral interactions. The total binding energy is defined as,

$$E_{\text{tot}} = -\frac{1}{2} \left[ E_{\text{total}}^{\text{O/Pd}(117)} - E_{\text{total}}^{\text{Pd}(117)} - \frac{N_{\text{O}}}{2} E_{\text{total}}^{\text{O}_2(\text{gas})} \right],$$

where $N_{\text{O}}$ is the total number of oxygen atoms in the supercell. $E_{\text{total}}^{\text{O/Pd}(117)}$, $E_{\text{total}}^{\text{Pd}(117)}$ and $E_{\text{total}}^{\text{O}_2(\text{gas})}$ are the total energy of the adsorption system, of the corresponding clean system and of an isolated oxygen molecule, respectively. And the factor $\frac{1}{2}$ accounts for the fact that oxygen atoms adsorb at both sides of the symmetric slab.

### 8.1.2 Lattice-gas Hamiltonian for O-Pd(117)

Within the LGH approach, the free binding energy of any O-Pd(117) configuration can be written as the following cluster expansion formula,

$$F_{\text{b}}^{\text{tot}} = \sum_{\text{site}i} F_{\text{on-site}}^{\text{on-site}i} n_i + \sum_{l=1}^{r} \sum_{\langle i<j \rangle_l} V_{l,p}^{(i,j)} n_i n_j + \sum_{m=1}^{q} \sum_{\langle i<j<k \rangle_m} V_{m,t}^{(i,j,k)} n_i n_j n_k + \ldots,$$

where $F_{\text{on-site}}^{\text{on-site}i}$ is the free energy of an isolated oxygen at site $i$, and for simplicity, we use 1, 2, 3, 4, and 5 to distinguish Thu, Thc, Thl, Sh2 and Sh1, the five hollow sites, respectively. For the nomenclatures of pair ($V_{l,p}^{(i,j)}$) and triple ($V_{m,t}^{(i,j,k)}$) interactions, the subscripts have the same meaning as the CE on the Pd(100) surface (Fig. 6.1): the $l$th pair interaction, and the $m$th triple interaction; and the superscripts indicate the pair interaction involves two sites $i$ and $j$, and the trio interaction involves three sites $i, j$ and $k$. The value of $n_{i,(j,k)}$ is 1 or 0 if the site $i, (j, k)$ is occupied or empty. The sum labels ($i < j$)$_l$ [or ($i < j < k$)$_m$] indicate that the sums run over all pairs of sites (ij) (and three sites (ijk)) that are separated by the $l$ (or $m$) lateral figure, and the summation is done such, that each pair (or trio) of occupied sites contributes exactly once to the lattice energy.

We consider pair interactions between any combination of sites up to distances that correspond to the third nearest neighbor (NN) shell, as well as the most compact many-body interactions in form of trio interactions between any three site combination within a second NN shell distance. The resulting 70 inequivalent lateral interaction figures compiled in Fig. 8.1. As we mentioned the lateral interaction figure nomenclature contains the information of which kind interaction it is and which sites are involved. Taking $V_{2p}^{12}$ as an example, the subscript $2p$ indicates this is a second nearest neighbor (2NN) pair interaction, and the superscript 12 indicates that this 2NN interaction is between Thu (1) and Thc (2) sites. Different to the Pd(100) surface, the present (111) steps divide the (100) surface into upper terraces and lower terraces.
Chapter 8. Decoration of a (111) Step at Pd(100) by Oxygen Atoms

Figure 8.1: 70 step-influenced lateral interaction figures, including up to 3rd NN pair interactions and compact trios up to 2nd NN interactions. Light grey spheres represent Pd atoms, grey spheres Pd step atoms, and small dark (red) spheres O atoms. See text for the explanation nomenclature.
Table 8.1: Total binding energies of one oxygen atom at different sites in Pd(117)(1 × 1), (1 × 2) and (1 × 3) cells. Due to the different k-meshes, the binding energies in this table are slightly different to the ones in Table 7.5. The labels in parenthesis correspond to the names of the structures in Appendix F. (Unit: meV)

<table>
<thead>
<tr>
<th></th>
<th>Sh2</th>
<th>Sh1</th>
<th>Thu</th>
<th>Thc</th>
<th>Thl</th>
</tr>
</thead>
<tbody>
<tr>
<td>1O−Pd(117)(1 × 1)</td>
<td>953</td>
<td>845</td>
<td>876</td>
<td>819</td>
<td>595</td>
</tr>
<tr>
<td>(V7-4)</td>
<td>(V7-5)</td>
<td>(V7-1)</td>
<td>(V7-2)</td>
<td>(V7-3)</td>
<td></td>
</tr>
<tr>
<td>1O−Pd(117)(1 × 2)</td>
<td>1242</td>
<td>1073</td>
<td>1308</td>
<td>1279</td>
<td>1012</td>
</tr>
<tr>
<td>(V7-16)</td>
<td>(V7-17)</td>
<td>(V7-13)</td>
<td>(V7-14)</td>
<td>(V7-15)</td>
<td></td>
</tr>
<tr>
<td>1O−Pd(117)(1 × 3)</td>
<td>1286</td>
<td>1106</td>
<td>1265</td>
<td>1264</td>
<td>1009</td>
</tr>
<tr>
<td>(V7-50)</td>
<td>(V7-51)</td>
<td>(V7-47)</td>
<td>(V7-48)</td>
<td>(V7-49)</td>
<td></td>
</tr>
</tbody>
</table>

This gives rise to additional lateral interactions across the (111) steps, like $V_{13}^{13}$ (the pair interaction between Thu and Thl sites at consecutive (100) terraces). Due to the finite width of the terraces at Pd(117), there are furthermore interaction figures like $V_{lt}^{123}$ that span across the entire terrace and involve both Thu sites at the upper edge and Thl sites at the lower step edge of the step. Such interaction figures will never be used in the LGH simulations with very large terrace widths presented below. However, in order to extract meaningful values for the other interaction figures from the Pd(117) DFT data, they need to be accounted for. Based on Eq. 8.2 and Fig. 8.1, the cluster expansion of each configuration is presented at the right side of each structure in the Appendix F.

8.2 First-principles Lattice-gas Hamiltonian for O at Pd(117)

8.2.1 Energetics for O−Pd(117)

The total binding energies of various ordered configurations of oxygen adsorption at Pd(117) computed within our DFT approach are also compiled in Appendix F. Table 8.1 collects just the binding energies of one oxygen atom at different sites in the Pd(117)(1 × 1), (1 × 2) and (1 × 3) cells. The binding energies of one oxygen atom at the (100) terraces in a Pd(117)(1 × 3) supercell, Thu and Thc sites, are degenerate, 1265 and 1264 meV, and they are quite similar to the binding energy of an isolated oxygen atom at the ideal Pd(100) surface, 1249 meV. This energetic value further supports the conclusion in Chapter 7, that the binding properties at the center of the (100) terraces of Pd(117) are only little different to oxygen at the Pd(100) surface, and are little disturbed by the neighboring steps. While for Sh2 and Sh1 or Thl, i.e. positions that are at the (111) steps or near to the steps, the oxygen binding
energetics is much different to O-Pd(100) due to the influence of the (111) steps.

All relaxed O-Pd(117) structures were carefully examined, and in some high coverage configurations the adsorbed O atoms induce large bucklings of the surrounding Pd atoms, so as to relax below the surface. Since this is not the physics of on-surface adsorption that we want to describe with the LGH, such configurations were — similarly to the procedure in Chapter 6 — excluded from the input data set.

Moreover, in configurations including the $V_{0p}^{35}$ or $V_{0p}^{45}$ lateral figure (Fig. 8.1), the oxygen atoms at Thl or Sh1 sites directly relaxed to the nearest hollow sites along the (100) terraces. This reflects very large repulsive interactions between O atoms at such short distances, which we correspondingly model in the LGH by setting $V_{0p}^{35}$ or $V_{0p}^{45}$ to infinite repulsion. This leaves a total of 105 DFT structures (see Appendix F) to obtain the lateral interactions (Fig. 8.1) at the (111) step region.

### 8.2.2 Lateral Interactions for O–Pd(117)

As we discussed in Chapter 6, whether or not including the on-site energy into the fitting group does not affect the final results. From Table 8.1, we deduce that the $(1 \times 3)$ cell is large enough to avoid all significant lateral interactions shown in Fig. 8.1, and we therefore take the binding energies of 1O-Thu-Pd(117)$(1 \times 3)$(V7-13 in Appendix F), 1O-Thc-Pd(117)$(1 \times 3)$(V7-14 in Appendix F), 1O-Thl-Pd(117)$(1 \times 3)$(V7-15 in Appendix F), 1O-Sh2-Pd(117)$(1 \times 3)$(V7-16 in Appendix F) and 1O-Sh1-Pd(117)$(1 \times 3)$(V7-17 in Appendix F) as the on-site energies for the Thu, Thc, Thl, Sh2, and Sh1 sites, respectively.

Excluding these 5 on-site structures, the remaining 68 lateral interactions are then determined by least-squares fitting to the remaining 100 DFT ordered structures, following the same procedure outlined in Chapter 6. Table 8.2 summarizes the thereby obtained interaction values. We again calculate the LOO-CV score (Eq. 5.12) as a first indication of the reliability of the resulting LGH expansion. The CV score is 29 meV/O atom, which provides a measure for the average accuracy with which the LGH can predict the energetics of adatom configurations not included in the fitting procedure. There are a number of interaction figures in the set for Pd(117) that have a direct equivalent at the ideal Pd(100) surface. This concerns all interactions between the 3 different hollow sites Thu, Thc and Thl. Supporting our approach we find the interactions that only involve the Thc sites (pairs: $V_{1p}^{22}$, $V_{3p}^{22}$, trios: $V_{1t}^{222}$) to be very similar to these parameters extracted in the LGH expansion at the ideal Pd(100) surface. This shows that not only the on-site energy, but also the lateral interactions of this site in the middle of the (100) terrace are already little disturbed by the presence of the neighboring steps. Interestingly, the same similarity holds also for all interactions involving the Thu site at the upper rim of the step edge. Also here, we extract pair interactions and trio interactions that are within 30 meV identical to those between hollow sites at Pd(100). Effectively, this thus leaves three adsorption sites that are noticeably affected by the step, the two step sites Sh1 and Sh2, and the fourfold site Thl at the lower rim of the step edge.
Table 8.2: Extracted on-site energies at Thu, Thc, Thl, Sh2 and Sh1 sites, and lateral interactions as represented in Fig. 8.1. (Unit: meV)

<table>
<thead>
<tr>
<th>On-site</th>
<th>$E_{\text{on-site}}^{\text{Thu}}$ (meV)</th>
<th>$E_{\text{on-site}}^{\text{Thc}}$ (meV)</th>
<th>$E_{\text{on-site}}^{\text{Thl}}$ (meV)</th>
<th>$E_{\text{on-site}}^{\text{Sh2}}$ (meV)</th>
<th>$E_{\text{on-site}}^{\text{Sh1}}$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1265</td>
<td>1264</td>
<td>1009</td>
<td>1286</td>
<td>1106</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pair</th>
<th>$V_{1p}^{11}$ (meV)</th>
<th>$V_{1p}^{12}$ (meV)</th>
<th>$V_{1p}^{14}$ (meV)</th>
<th>$V_{2p}^{12}$ (meV)</th>
<th>$V_{2p}^{14}$ (meV)</th>
<th>$V_{3p}^{14}$ (meV)</th>
<th>$V_{3p}^{13}$ (meV)</th>
<th>$V_{3p}^{15}$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-299</td>
<td>-283</td>
<td>-420</td>
<td>-90</td>
<td>133</td>
<td>41</td>
<td>41</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>-49</td>
<td>-10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pair</th>
<th>$V_{3p}^{23}$ (meV)</th>
<th>$V_{3p}^{22}$ (meV)</th>
<th>$V_{3p}^{23}$ (meV)</th>
<th>$V_{3p}^{24}$ (meV)</th>
<th>$V_{3p}^{25}$ (meV)</th>
<th>$V_{3p}^{24}$ (meV)</th>
<th>$V_{3p}^{24}$ (meV)</th>
<th>$V_{3p}^{25}$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-298</td>
<td>-413</td>
<td>-150</td>
<td>20</td>
<td>7</td>
<td>-11</td>
<td>23</td>
<td>-138</td>
</tr>
<tr>
<td></td>
<td>-212</td>
<td>-119</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trio</th>
<th>$V_{1p}^{144}$ (meV)</th>
<th>$V_{1p}^{144}$ (meV)</th>
<th>$V_{1p}^{144}$ (meV)</th>
<th>$V_{2p}^{144}$ (meV)</th>
<th>$V_{2p}^{144}$ (meV)</th>
<th>$V_{3p}^{144}$ (meV)</th>
<th>$V_{3p}^{144}$ (meV)</th>
<th>$V_{3p}^{144}$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-145</td>
<td>-155</td>
<td>-258</td>
<td>63</td>
<td>52</td>
<td>93</td>
<td>94</td>
<td>-59</td>
</tr>
<tr>
<td></td>
<td>-94</td>
<td>84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trio</th>
<th>$V_{3p}^{244}$ (meV)</th>
<th>$V_{3p}^{244}$ (meV)</th>
<th>$V_{3p}^{244}$ (meV)</th>
<th>$V_{2p}^{244}$ (meV)</th>
<th>$V_{2p}^{244}$ (meV)</th>
<th>$V_{3p}^{244}$ (meV)</th>
<th>$V_{3p}^{244}$ (meV)</th>
<th>$V_{3p}^{244}$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-14</td>
<td>-16</td>
<td>-38</td>
<td>62</td>
<td>18</td>
<td>-40</td>
<td>35</td>
<td>-28</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trio</td>
<td>$V_{1t}^{112}$ (meV)</td>
<td>$V_{1t}^{112}$ (meV)</td>
<td>$V_{1t}^{112}$ (meV)</td>
<td>$V_{2t}^{112}$ (meV)</td>
<td>$V_{2t}^{112}$ (meV)</td>
<td>$V_{3t}^{112}$ (meV)</td>
<td>$V_{3t}^{112}$ (meV)</td>
<td>$V_{3t}^{112}$ (meV)</td>
</tr>
<tr>
<td>---------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td></td>
<td>-98</td>
<td>-144</td>
<td>-80</td>
<td>-78</td>
<td>-61</td>
<td>62</td>
<td>-166</td>
<td>116</td>
</tr>
<tr>
<td></td>
<td>-152</td>
<td>-125</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trio</th>
<th>$V_{2t}^{155}$ (meV)</th>
<th>$V_{2t}^{155}$ (meV)</th>
<th>$V_{2t}^{155}$ (meV)</th>
<th>$V_{3t}^{155}$ (meV)</th>
<th>$V_{3t}^{155}$ (meV)</th>
<th>$V_{3t}^{155}$ (meV)</th>
<th>$V_{3t}^{155}$ (meV)</th>
<th>$V_{3t}^{155}$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-79</td>
<td>-28</td>
<td>73</td>
<td>-5</td>
<td>-66</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8.3: Comparison of equivalent lateral interaction figures involving Thu and Thc sites at O-Pd(117) and the hollow sites at O-Pd(100). The additional data in the parentheses are the corresponding values. (Unit: meV)

<table>
<thead>
<tr>
<th>O-Pd(100)</th>
<th>O-Pd(117)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{1p}$ (-292)</td>
<td>$V_{1p}^{11}$ (-299)</td>
</tr>
<tr>
<td>$V_{2p}$ (-90)</td>
<td>$V_{2p}^{12}$ (-90)</td>
</tr>
<tr>
<td>$V_{3p}$ (50)</td>
<td>$V_{3p}^{11}$ (41)</td>
</tr>
<tr>
<td>$V_{1t}$ (-168)</td>
<td>$V_{1t}^{11}$ (-145)</td>
</tr>
<tr>
<td>$V_{2t}$ (60)</td>
<td>$V_{2t}^{112}$ (63)</td>
</tr>
<tr>
<td>$V_{3t}$ (-48)</td>
<td>$V_{3t}^{112}$ (-14)</td>
</tr>
<tr>
<td>O-Pd(100)</td>
<td>O-Pd(117)</td>
</tr>
<tr>
<td>$V_{1p}$ (-292)</td>
<td>$V_{1p}^{11}$ (-299)</td>
</tr>
<tr>
<td>$V_{2p}$ (-90)</td>
<td>$V_{2p}^{12}$ (-90)</td>
</tr>
<tr>
<td>$V_{3p}$ (50)</td>
<td>$V_{3p}^{11}$ (41)</td>
</tr>
<tr>
<td>$V_{1t}$ (-168)</td>
<td>$V_{1t}^{11}$ (-145)</td>
</tr>
<tr>
<td>$V_{2t}$ (60)</td>
<td>$V_{2t}^{112}$ (63)</td>
</tr>
<tr>
<td>$V_{3t}$ (-48)</td>
<td>$V_{3t}^{112}$ (-14)</td>
</tr>
</tbody>
</table>
8.2.3 Vibrational Contribution to the Lateral Interactions

The energetic parameters in Eq. 8.2 comprise total and vibrational free energy contributions. In addition to the total energy based lateral interactions discussed in the last section, we also account for the vibrational contribution in an approximate way, following the procedure detailed in Chapter 6. This means that we account for the leading vibrational contribution which gets concentrated in the on-site energy by adding the ZPE correction due to the change of the $\text{O}_2$ stretch frequency to the O-substrate stretch frequency (Eq. 6.7).

In order to obtain an estimate of this stretch mode we focus on configurations with one O atom at the Sh2 site in a $(1 \times 2)$ cell (V7-16 in Appendix F), and one O atom at the Thu site in a $(1 \times 2)$ cell (V7-13 in Appendix F), as well as on one configuration involving two O atoms at Thu and Sh2 sites in a $(1 \times 2)$ cell (V7-23 in Appendix F). In line with the conclusions taken in Chapter 6 we obtain only small differences in the stretch modes of both the step atom (Sh2) and the terrace site atom (Thu) at the two computed coverages ($\sim 5$ meV difference each). On the other hand, the modes at the 3-fold step and 4-fold hollow sites are slightly different ($\sim 20$ meV at the step and $\sim 30$ meV at the terrace). Correspondingly, we account for the vibrational contribution to zeroth order by correcting the on-site energies at the step sites (Sh1 and Sh2) by 20 meV and correcting the on-site energies at the terrace sites (Thu, Thc, Thl) by 30 meV.

8.2.4 Validation by Direct Enumeration

In the work on the ordering behavior of oxygen at the Pd(100) surface in Chapter 6, there was only one kind of important adsorption site, the hollow site. Focusing on the order-disorder transition at constant number of adsorbed O atoms, we could there focus on the formation energy, Eq. 5.13 to check on the consistency of the DFT input structures and the ground-state structures predicted by the LGH via direct enumeration, see Chapter 6.2.2. In this Chapter we are more interested in the ordering behavior in a grand-canonical ensemble, i.e. allowing for particle exchange with the surrounding gas-phase. We therefore use here the Gibbs free energy of adsorption defined as Eq. 8.3 to validate our O-Pd(117) DFT input data set.

$$ \Delta G(\Delta \mu_O) \approx - \frac{1}{2A}(E_{\text{O/Pd(117)}}^{\text{total}} - E_{\text{Pd(117)}}^{\text{total}} - \frac{N_O}{2} E_{\text{O}_2^{\text{(gas)}}}^{\text{total}} - N_O \Delta \mu_O) $$

$$ = \frac{1}{2A}(2E_b^{\text{tot}} + N_O \Delta \mu_O) , \quad (8.3) $$

where $E_{\text{O/Pd(117)}}^{\text{total}}$, $E_{\text{Pd(117)}}^{\text{total}}$, $E_{\text{O}_2^{\text{(gas)}}}^{\text{total}}$, and $E_b^{\text{tot}}$ have the same meaning as in Eq. 8.1. $\Delta \mu_O$ is the oxygen chemical potential, $A$ is the surface unit area, and $N_O$ is the total number of the oxygen atoms in the supercell.
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Figure 8.2: Phase diagrams of DFT calculations (left panel) and of corresponding DE data (right panel). The structures on the top of each panel show the most stable structures in different oxygen chemical as obtained in previous work (ref. [60]). In the DE phase diagram, we only show the lines of the most stable configurations.

Using all DFT structures to construct the thermodynamic phase diagram we compare this to the phase diagram obtained when directly enumerating any ordered structure that can be produced in a Pd(117)(1 × 3) cell with the LGH energetics. Similar to Chapter 6 we did this in an iterative fashion, by starting with a small group of DFT input structures to construct the LGH. Using this LGH for the DE method to obtain ∆G for all arbitrary configurations within a (1 × 3) cell, we then plotted the DE thermodynamic phase diagram, and compared it to the DFT phase diagram. If new configurations showed up, they were calculated by DFT. Then, including this new DFT data to get a new LGH, the DE was redone until DFT and DE phase diagrams agreed with each other.

Finally, the left and right panels in Fig. 8.2 illustrate the DFT phase diagram and the direct enumeration phase diagram using the the final LGH presented in Sections 8.2.1 and 8.2.2, respectively. The nice agreement between the two phase diagrams indicates that our DFT input set is able to parameterize a LGH that gives a sequence of most stable structures at different ∆µ that is consistent with the original DFT input set. At this stage we content ourselves with this similarity and defer a discussion of the physics of this phase diagram to Section 8.3.2 below.

8.2.5 Treating the Boundary for Surfaces with Wider Terrace Width

The parameterization of the LGH was exclusively done using DFT data for the Pd(117) surface. If one wants to employ this LGH to also simulate the ordering
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Figure 8.3: Schematic top view of the sites at the 4 atomic row (100) terraces at (117) and the site types at wider terrace width. Sh2, Sh1, Thu, Thc and Thl have the same meaning as usual, whereas on a wider (100) terrace, the Thc sites have to be divided into different sites, Thlb1, Thlb2, Th0, Thub1, and Thub2, according to their distance to the step. For the presently employed range of lateral interactions (up to 3rd NN pairs) all sites marked as Th0 are indistinguishable from hollow sites at a (100) surface. "b" indicates the boundary between Thl and Th0, or between Thu and Th0.

behavior of O atoms at vicinals with a wider terrace width — or ultimately the ordering behavior of O atoms at an isolated step at Pd(100) — one further issue needs to be addressed. As illustrated in Fig. 8.3 a wider terrace width gives rise to two additional rows of sites that for the employed pool of short-ranged interactions can have lateral interactions that are neither covered by the (117)-derived interactions, nor the (100)-derived interactions. If we take for example the Thl sites, the farthest reaching interaction in form of the third NN pair interaction reaches to the sites Thlb2, i.e. one needs an interaction $V_{3p}$ Thl-Thlb2. On the other hand, what we only have are either the interaction $V_{3p}$ from Pd(100), which is not entirely correct since the Th0 site is not a terrace site. Or we have the interaction $V_{3p}^{13}$, which is neither entirely correct since the Thlb2 site is not a Thu site. Fortunately, as discussed before, in many cases the involved lateral interactions are very similar. What we therefore did in practice was to either always approximate the unknown boundary interactions by the equivalent interactions from the Pd(100) LGH, or to always approximate the unknown boundary interactions by the equivalent interactions from the (117) LGH. The obtained results
Figure 8.4: Schematic top views showing the results of simulated annealing runs with different number of oxygen atoms in \((60 \times 40)(100)\) cell with one \((111)\) step inside. Shown are the results after the temperature quenching had reached room temperature (300 K). In order to save space, each panel only shows one \((111)\) step (grey region) and 10 rows away from the \((111)\) step at the \((100)\) terrace. The two perpendicular lines are \(x\) and \(y\) directions. The additional data are the total number of oxygen atoms in the simulation cells.

were in both cases very similar so that we concentrate in the remainder of this chapter on presenting the results for the case, where the interactions in the boundary region were approximated with the values form the Pd(100) LGH.

8.3 Ordering Behavior of Oxygen Near a (111) Step at Pd(100)

8.3.1 Simulated Annealing Simulation: Identify Low-energy Step structures

In a first stage we exploit the low computational cost to evaluate the established first-principles multi-site LGH to extensively explore the huge configuration space and identify low-energy ordered step structures. This is achieved by simulated annealing runs in periodic boundary condition simulation cells containing \((60 \times 40)\) \((100)\) surface unit-cells and one \((111)\) step along the shorter cell axis (see Appendix D). For fixed and initially random O coverages ranging up to a half filling of all terrace hollow sites \(10^8\) MC steps are used to continuously quench from an initial temperature of
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Figure 8.5: Computed Gibbs free energy of adsorption $\Delta G_{ad}$ for O adsorbate structures at a (111) step at Pd(100) and using the clean surface as zero reference (left panel). Using the nomenclature defined in Fig. 8.6 the labels refer to the structure at the step and at the neighboring terrace, e.g. zigzag+p(2×2) stands for a zigzag step decoration coexisting with the p(2×2) adsorbate ordering at the terrace. Additionally indicated by differently shaded backgrounds are the stability regions obtained for the ideal Pd(100) surface in previous work [58, 135], namely those of the p(2×2) overlayer, of the surface oxide structure (right panel) and of a thick bulk-like PdO film.

2000 K. Depending on the O content, these simulations unanimously lead to patches of increasing size of four distinct ordered structures that are schematically shown in Fig. 8.4 and 8.6. At the lowest coverages the O adatoms quickly decorate the Thu and Sh2 sites at the (111) step in a characteristic zigzag structure with (2×1) periodicity (the first left panel in Fig. 8.4). At increasing coverages domains of the experimentally well characterized p(2×2) overlayer [90] start to form at the (100) sites next to the upper edge of the fully zigzag decorated step (the second left panel in Fig. 8.4). After the p(2×2) extends over the whole (100) terrace, further adding oxygen atoms leads to the zigzag decorated step hand in hand with the c(2×2) domain (the second right panel in Fig. 8.4). Only once the O content in the simulation cell exceeds the one required to fully cover the entire terrace with the c(2×2) structure, does a further decoration of Thu and Sh2 step sites occur. This results in a (1x1) periodic step structure, which we henceforth term trilayer.

8.3.2 Stability of Zigzag Decorated Step

For the identified structural models we now account for the effect of a finite gas-phase environment through the atomistic thermodynamics approach [67]. Here, the surface
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Figure 8.6: Schematic view of a Pd(100) surface with (111) steps. Shown are the five distinct adsorption sites considered in the first-principles lattice-gas Hamiltonian: The fourfold coordinated (100) hollow sites at the terraces (Thc), at the upper (Thu) and lower (Thl) rim of the step, as well as the two threefold (111) hollow sites at the step edge, one with a coordination to two step atoms (Sh2) and one with a coordination to one step atom (Sh1). Additionally represented are five characteristic ordered structures discussed in the text: A \( p(2 \times 2) \) and a \( c(2 \times 2) \) adsorbate phase at the (100) terrace, a zigzag structure where the step is decorated with O atoms in alternating Thu and Sh2 sites, and a trilayer structure where all Thu and Sh2 are occupied (Pd = large spheres, Pd step atoms = large dark spheres, O = small spheres).

is considered to be in equilibrium with an oxygen gas-phase reservoir characterized by a chemical potential \( \Delta \mu_O(T,p) \) summarizing the two-dimensional dependence on pressure \( p \) and temperature \( T \). In its prevalent form this approach neglects the effect of configurational entropy at the surface and then simplifies to computing the Gibbs free energy of adsorption for any ordered structural model at any given \( \Delta \mu_O(T,p) \) from its corresponding binding free energy [55, 56]. This allows to readily compare the stability of most distinct structural models over a wide range of gas-phase conditions, and is thus ideally suited to also assess under which gas-phase conditions the surface structure and composition at the step is appropriately described by our on-surface LGH model. We correspondingly employ this approximate approach here not only to obtain a first understanding of the stability of the presented step models, but also to contrast this with the stability ranges of more complex O-rich phases identified previously for the ideal Pd(100) surface [58, 135]. Specifically, these are the \( \sqrt{5} \) surface oxide structure (the right panel in Fig. 8.5), which corresponds to a sub-nanometer thin film of PdO(101) on the surface [91], and bulk PdO to represent thick bulk-like oxide films. The results are summarized in Fig. 8.5 and reveal a large stability range of the zigzag decoration of the (111) step, which over most of this range coexists with the \( p(2 \times 2) \) adsorbate phase on the (100) terrace. The trilayer arrangement becomes only more favorable at quite elevated chemical potentials and coexists then directly with the denser \( c(2 \times 2) \) overlayer on the terrace. In light of the also shown stability ranges of the oxidic phases at ideal Pd(100) we can therefore identify quite a range of gas-phase conditions \((-1.43 \text{ eV} < \Delta \mu_O < -1.16 \text{ eV})\) that are not yet O-rich enough to induce oxide formation and where the zigzag step decoration is not just due to kinetics, but instead represents a thermodynamically stable phase in its own right.
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Figure 8.7: Average coverage (black lines) and order parameter (red lines) for the terrace (left panel) and step (left panel) sites as determined by grand-canonical MC simulations for a fixed oxygen pressure of $10^{-3}$ atm. The order parameters are sensitive to the lateral periodicities of the $(2 \times 1)$ zigzag step structure and the $p(2 \times 2)$ arrangement at the terrace, respectively. The coverages are normalized to the full occupation of all Sh2+Thu step sites and the full occupation of all hollow terrace sites. Vertical lines indicate the stability range as determined in Fig. 8.5. Equivalent results are obtained for simulations at $p = 10^{-5}$ and $p = 1$ atm, with corresponding variations of the critical temperatures of the order of 100 K.

In contrast, the elevated $\Delta \mu_\text{O}(T, p)$ at which the trilayer arrangement at the step becomes more favorable than the zigzag decoration fall well into the stability range of the oxidic surface reconstructions. This suggests an interpretation of the trilayer structure in form of a kinetic precursor in the oxide formation process, and in this respect it is intriguing to note that its geometric structure coincides in fact with one row of the $\sqrt{5}$ surface oxide (the right panel in Fig. 8.5).

At near atmospheric pressures the stability range of the zigzag step decoration ($-1.43 \text{ eV} < \Delta \mu_\text{O} < -1.16 \text{ eV}$) corresponds to rather elevated temperatures of the order of 1000 K [55, 56]. At such temperatures, configurational entropic effects cannot be uncritically dismissed. We therefore scrutinize the insight provided by the approximate thermodynamic approach by fully accounting for such effects with grand-canonical MC simulations based on the first-principles LGH. In these simulations, the effect of the (111) step on the adsorbate ensemble in its vicinity is evaluated by separately monitoring the order and coverage for each row of sites (Eq. 5.29) parallel to the step edge using equivalent simulation cells as for the simulated annealing runs. Interestingly, the disturbance exerted by the step is found to be rather short ranged on the accuracy level of interest to this study. Already four atomic rows away from the immediate step edge the computed critical temperatures are to within $\pm 50 \text{ K}$ identical to those obtained at the ideal Pd(100) surface (Appendix D).

We correspondingly restrict the discussion on the ordering behavior directly at the step row itself, contrasting it with the ordering behavior at a row of ideal Pd(100)
hollow sites far away from the step. The results for a pressure $p = 10^{-3}$ atm are shown in Fig. 8.7. Since the prevalent ordered structures in the corresponding $(T, p)$-range are the $p(2 \times 2)$ at the terrace and the $(2 \times 1)$ zigzag decoration at the step order parameters that are sensitive to these lateral periodicities can be suitably employed to determine the critical temperature for the order-disorder transition at fixed oxygen pressure (Chapter 5: the order parameter for $p(2 \times 2)$ periodicity on terrace is Eq. 5.23 and the order parameter for the zigzag structure has the same formula as in Eq. 5.27).

In addition to the GCMC results in Fig. 8.7, we also convert the thermodynamic oxygen chemical potentials of $p(2 \times 2)$-(100) (light grey block) and $\sqrt{5}$ surface oxide (grey block) into the temperatures at $10^{-3}$ atm. They are (987 K, 10$^{-3}$ atm) for $p(2 \times 2)$ and (846 K, 10$^{-3}$ atm) for the surface oxide.

From Fig. 8.7 we see that at the chosen pressure all temperatures below 846 K fall into the stability regime of the $\sqrt{5}$ surface oxide, which we cannot model with the present on-surface LGH. Focusing therefore on the temperatures above this limit we see that the stability range of the $p(2 \times 2)$ phase at the terrace predicted by the atomistic thermodynamics approach is an artifact of the neglected configurational entropy. In the GCMC simulations that explicitly account for this entropic contribution we indeed find a coverage of O atoms in hollow sites in this temperature range that corresponds to the coverage of the $p(2 \times 2)$ phase. However, over the entire temperature range above 846 K the order parameter has already decreased to small values, i.e. there is no long-range order at these temperatures anymore. The real population at the Pd(100) terraces is thus a low-coverage of disordered O atoms in hollow sites. This is much in contrast to the situation at the step, where a high order parameter indicates that the ordered zigzag structure is indeed stable even at these elevated temperatures. The order-disorder transition as reflected by the order parameter occurs only at temperatures around 950 K, where then also desorption of the on-surface oxygen atoms occurs.

## 8.4 Conclusion

Through a combination of first-principles statistical mechanics techniques we are therefore able to identify a wide range of environmental conditions, in which (111) steps at Pd(100) will be decorated by a characteristic zigzag oxygen structure. This includes near atmospheric pressures and temperatures around and above 1000 K, i.e. gas-phase conditions that are representative for an important catalytic process like the high-temperature combustion of methane, and Fig. 8.9 shows a schematic perspective view of the resulting surface structure and composition under these conditions. Due to the low energetic cost of the close-packed steps, this defect will be a frequent structural motif at the surface with corresponding potential influence on the function in such applications. In this respect it is interesting to notice that the same ordered zigzag O structure was recently characterized at the (111) steps of Pd(111) vicinals in the same range of oxygen chemical potentials, albeit at lower temperatures.
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Figure 8.8: Two Pd vicinal structures used to calculate the O 1s surface-core level shifts for comparison. Left panel: the zigzag structure of O-Pd(117), which exhibits (111) steps and (100) terraces. Right panel: zigzag structure of O-Pd(221), which exhibits (111) steps and (111) terraces.

Figure 8.9: Schematic perspective view of the surface under gas-phase conditions representative of high-temperature methane combustion.

[137]. Using our LAPW/APW+lo DFT setup we compute initial and final state O 1s core level shifts [51] that are identical to within 40 meV for the O atoms adsorbed at the geometrically equivalent Sh2 step sites in the two structures (Fig. 8.8). Since core level shifts are a sensitive probe of the local bonding properties, this suggests highly similar reactivities of the oxygen atoms adsorbed at the decorated (111) steps at both prominent facets of Pd nanoparticles. If these oxygen atoms play a determining role for the catalytic function, this similarity would then provide an intriguing atomic-scale interpretation for the enigmatic structure insensitivity reported recently for the high-temperature methane combustion [136]. While our study focuses on establishing a first methodological access to determine the structure and composition of a prominent defect like atomic steps at surfaces exposed to realistic environments, this immediately exemplifies the far-reaching insight that this kind of first-principles
statistical mechanics approach can provide.
Chapter 9

Summary and Outlook

The aim of the present thesis was to establish a first methodological access to a first-principles based treatment of a prominent defect like atomic steps at single-crystal surfaces, when the latter are exposed to realistic gaseous environments. This methodological work was illustrated and carried out using an oxygen gas-phase and the close-packed (111) step at Pd(100) as example. Specific conclusions, also on the physics regarding this model system, were already presented at the end of each chapter, which is why we restrict this final chapter to an outlook of only the methodological aspects.

Addressing a defect at a metal single-crystal facet exposed to a gaseous environment requires to combine two, somehow conflicting aspects, even if only targeting a situation in thermodynamic equilibrium. In order to obtain a reliable energetics one needs to resort to first-principles electronic structure calculations, nowadays typically achieved using density-functional theory. In order to properly account for entropic effects at finite temperatures one needs to evaluate the partition function, nowadays e.g. with Monte Carlo techniques. Even though the latter enable already a most efficient sampling, they still typically need a number of total energy evaluations that far exceeds present day computational facilities. At metal surfaces this is particularly pronounced since large (and thus highly expensive) supercell calculations are required to capture the metallic band structure at the extended surface. While this makes already the treatment of entropic effects at ideal single-crystal surfaces highly challenging, one has to resort to even much larger supercell calculations of vicinal surfaces to capture an extended defect like atomic steps within the underlying periodic boundary condition framework.

In the present thesis we therefore employed an intermediate step in form of a coarse-grained lattice-gas Hamiltonian. Once parameterized with first-principles data from the supercell calculations, the algebraic form of the LGH allows easily for the manifold of total energy evaluations required in the statistical simulations. The crucial aspects in this approach are then the parameterization of the LGH, and for the aspired predictive character of the theory how the uncertainties in the underlying electronic structure calculations propagate to the mesoscopic simulation results. We showed how both aspects can be systematically addressed in the case of the ideal Pd(100)
surface. The increased complexity when also accounting for the step forced us already to a much less rigorous approach there. The significantly increased number of lateral interactions makes checks on the truncated LGH more cumbersome and dictates also a significantly larger number of large supercell calculations. While conceptually straightforward, the approach gets therefore more and more limited in practice when moving to ever more complex scenarios, *e.g.* co-adsorption in mixed environments or a coexistence of various defects like steps, vacancies or facet edges. This is not to mention the complications that would come into play, if the gaseous environment would lead to structural rearrangements beyond the simple adlayer formation addressed here.

In this respect, our finding that most of the error due to the approximate DFT exchange-correlation functional only propagates to the on-site energy and most short-ranged lateral interactions could indicate an intriguing possibility. If this finding is indeed of more general nature, it suggests than one could *e.g.* only use a lower level treatment to determine most of the increasing number of lateral interactions in more complex systems, whereas a much small number of high accuracy electronic structure calculations would be required to accurately determine the on-site and shortest-ranged interactions. With the present thesis as basis, it remains to future studies to further explore this.
Part IV
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Appendix A

Bulk Pd

Palladium (Pd) is a late 4\textit{d} transition element. Its atomic number is 46 and its atomic configuration is [Kr]4\textit{d}^{10}. In the periodic table of the elements, its nearest neighbors are Rh ([Kr]5\textit{s}^{1}4\textit{d}^{8}) and Ag ([Kr]5\textit{s}^{1}4\textit{d}^{10}). Bulk palladium crystallizes in the face-centered cubic (fcc) structure and the experimental value for the palladium lattice constant is \(a_{\text{exp}}=3.8903\ \text{Å}\)\cite{138}. In order to study the bulk properties of Pd we use the following (L)APW+lo computational parameters: A muffin-tin radius \(R_{\text{MT}}^{\text{Pd}}=2.1\ \text{bohr}\) (1 Å = 0.529177 bohr) is used throughout\footnote{From the experimental Pd lattice constant, the maximum \(R_{\text{MT}}\) without overlapping sphere is 2.5 bohr. However at surfaces and in particular in oxygen chemisorption studies the \(R_{\text{MT}}\) is also limited by the quite short Pd-O bond length (∼3.8 bohr). Accounting also for the expected significant relaxation at vicinal surfaces, we therefore chose the smaller value of 2.1 bohr, which then also allows for a reasonable O muffin-tin radius.}. Using basis set parameters as determined in a previous PhD thesis \cite{139}, total energies at different lattice constants were calculated using the Wien2k code \cite{33}. The equilibrium unit cell volume \(V_{0}\) (connected to the equilibrium lattice constant \(a_{0}\) by \(a_{0}^{3} = V_{0}\) in the cubic structure) is determined by minimization of the total energy function, \(E(V)\). The bulk modulus \(B(T, V)\) is then related to the curvature of the total energy function \(E(V)\) at the equilibrium value.

\[
B(T, V) = V \frac{\partial^2 E}{\partial V^2} \bigg|_{T} \tag{A.1}
\]

In practice, one evaluates the energy for different unit cell volumes (different lattice constants), and then fits them using an equation of state of the solid. The lattice constant of the Pd cubic unit cell was varied from 3.611 Å to 4.403 Å in 0.1 Å steps, and more points were used near the experimental lattice constant (3.8903 Å). The equilibrium value was then obtained using a Murnaghan equation of state fit \cite{140–142} (Eq. A.2). We additionally varied the number of data points actually used in the Murnaghan fit (Fig. A.1 and Fig. A.2) to ensure that this had no influence on the final equilibrium lattice constant.

\[
E(V) = E(V_{0}) + \frac{B_{0}V}{B_{0}'(B_{0}'-1)} \left[B_{0}'(1 - \frac{V_{0}}{V}) + \left(\frac{V_{0}}{V}\right)B_{0}' - 1\right] \tag{A.2}
\]
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where $B'_0$ is the derivative of the bulk modulus with respect to pressure $p=0$. In Fig. A.1 and Fig. A.2, the equilibrium lattice constant is determined as 3.95 Å and 3.84 Å using GGA-PBE and LDA as exchange-correlation (xc) functionals, respectively.

The reason why atoms can combine together to construct a solid is that the total energy of the solid is lower than the sum of the energies of the corresponding isolated atoms. In other words the solid is more stable. The process is exothermic, and the released excess energy is called cohesive energy. It is defined as,

$$E_{coh} = -(E_{bulk}(a_0) - \sum_i E_{iiso}) \quad (A.3)$$

Figure A.1: Determination of the equilibrium lattice constant for the fcc Pd structure for the GGA-PBE and LDA functional by Murnaghan fitting (Eq. A.2): $a_0^{GGA}$=3.947 Å, $a_0^{LDA}$=3.836 Å.

Figure A.2: Determination of the equilibrium lattice constant for the fcc Pd structure for the GGA-PBE and LDA functional with more points than in Fig. A.1. $a_0^{GGA}$=3.947 Å, $a_0^{LDA}$=3.836 Å.
Table A.1: Comparison of calculated lattice constant and bulk modulus using the GGA-PBE and LDA functional with experimental data.

<table>
<thead>
<tr>
<th></th>
<th>Experiment [20, 138]</th>
<th>GGA-PBE</th>
<th>ΔGGA−PBE</th>
<th>LDA</th>
<th>ΔLDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$ (Å)</td>
<td>3.89</td>
<td>3.95</td>
<td>1.4%</td>
<td>3.84</td>
<td>-1.4%</td>
</tr>
<tr>
<td>$B_0$ (Mbar)</td>
<td>1.80</td>
<td>1.57</td>
<td>-13.8%</td>
<td>2.16</td>
<td>20%</td>
</tr>
<tr>
<td>$E_{coh}$ (eV/atom)</td>
<td>3.94</td>
<td>3.68</td>
<td>-6.6%</td>
<td>5.08</td>
<td>28.9%</td>
</tr>
</tbody>
</table>

where $E_{bulk}(a_0)$ indicates the total energy of the bulk, $i$ indicates the number of atoms in the bulk, and $E_{iso}^i$ is the total energy of isolated element atom, $i$. The total energy of an isolated Pd atom is calculated with a supercell geometry i.e. a Pd atom is placed in the center of a huge periodically repeating unit cell. The cell size (12 bohr × 13 bohr × 14 bohr) is used to avoid interaction with the periodic images. The non-cubic size of the cell is used to prevent the Wien2K code from symmetry averaging the electron density. In the absence of dispersion in the small Brillouin zone, one k-point at $(\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$ is enough for this calculation, which in addition is performed spin-polarized to account for the proper Hund occupation of the orbitals. With this procedure, values of $E_{coh}^{GGA}=3.68$ eV/atom and $E_{coh}^{LDA}=5.08$ eV/atom were computed for the cohesive energy with GGA-PBE and LDA, respectively. The experimental value of the bulk Pd cohesive energy is $3.94$ eV/atom [20]. The lattice constant, bulk modulus and cohesive energy from experiment, GGA-PBE and LDA calculations are tabulated in Table A.1, from which the known overbinding of the LDA and overcorrection of the GGA-PBE become apparent [108, 109, 112, 113]. On the other hand, the data in Table A.1 are in excellent agreement with a previous study in the group using the earlier WIEN97 LAPW code, which gave $a = 3.944$ Å and $B = 1.63$ MPa, respectively [111].
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Low-index Pd Surfaces

B.1 Clean Surfaces

Using the calculated equilibrium bulk Pd fcc lattice constant, we construct Pd(111) and Pd(100) slabs using each time 5 layers (Fig. B.1). The surface unit area is 6.75 Å² (GGA-PBE) and 6.37 Å² (LDA) for Pd(111), while it is 7.79 Å² (GGA-PBE) and 7.36 Å² (LDA) for Pd(100).

Figure B.1: Schematic figures of the Pd(111) [left] and Pd(100) [right] slab structures. For the GGA-PBE functional the in-plane surface unit-cell parameters are: Pd(111), a=2.79 Å, γ = 60°; Pd(100), a=2.79 Å, γ = 90°.

The surface energy is obtained via Eq. 4.8 for different energy cutoffs ($E_{\text{max}}^{\text{surf}}$) and
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Figure B.2: Convergence test for the optimal energy cutoff and k-points on a 5 layer Pd(111) slab using the GGA-PBE functional.

Figure B.3: Convergence test for the optimal energy cutoff and k-points on a 5 layer Pd(111) slab using the LDA functional.

To find out the convergence behavior with respect to these basis set parameters. Fig. B.2 shows corresponding curves of the surface energy versus $E_{\text{max}}$ (k-points) for different k-points ($E_{\text{max}}$) and the GGA-PBE functional. In the left figure (energy cutoff test), the surface energy is rapidly decreasing with increasing $E_{\text{max}}$, but converges to within $\pm5$ meV/Å$^2$ when $E_{\text{max}}$ reaches 16.0 Ry. In the right figure of Fig. B.2 (k-points test), the curve oscillates very fast with increasing irreducible number of k-points when $E_{\text{max}}$ is small. For larger energy cutoff ($\geq 16.0$ Ry), all curves are, however, converged very well for meshes containing more than 12 irreducible k-points [k-mesh: $(9 \times 9 \times 1)]$. Similar tests, but using the LDA functional are shown in Fig B.3, arriving at a similar conclusion. With basis sets exceeding $E_{\text{max}} = 16.0$ Ry and 12 irreducible k-points the surface energy of Pd(111) can therefore be converged to within $\pm5$ meV/Å$^2$.

In the same way, we tested the energy cutoff and k-points convergence for Pd(100)
using again the GGA-PBE and LDA functional. From Fig. B.4, it can be discerned that again a convergence to within $\pm 5$ meV/Å$^2$ can be reached for $E_{\text{max}}^{\text{f}}=16.0$ Ry and more than 15 irreducible k-points (k-mesh: $(9 \times 9 \times 1)$).

As mentioned before, the number of layers in the slab is another important parameter in the surface simulation. In our slab model, we therefore increased the number of layers to construct different slabs (3, 5, 7, 9 and 11 layers of Pd(111) and Pd(100) slabs), while keeping the total thickness of the supercell (slab+vacuum) fixed. The vacua in all cases are large enough (>13 Å in the Pd(111) supercell and >11 Å in the Pd(100) supercell) to avoid the interaction between surfaces of consecutive slabs (see vacuum tests below). The optimal basis set parameters from the above tests were used to calculate the Pd(111) and Pd(100) surface energies of the different slabs, both with the GGA-PBE and LDA functional. As apparent from Fig. B.5, the curves show a small oscillation with the number of layers, but the differences are very small ($\pm 2$ meV/Å$^2$ for GGA-PBE and $\pm 5$ meV/Å$^2$ for LDA). 5 layers is therefore good enough for the clean surface calculation. Addressing finally the finite vacuum thickness, we used 7 layer slabs and halved and doubled the standard vacuum thickness. As apparent from Table B.2, the surface energy of each kind of low-Miller-index surface is hardly changed (within $\pm 1$ meV/Å$^2$) when the vacuum thickness is larger than 10 Å.
Figure B.5: Convergence test for the optimal layer number for Pd(111) (upper two panels for the GGA-PBE and LDA functional, respectively) and Pd(100) (lower two panels for the GGA-PBE and LDA functional, respectively). Note the scale on the y-axis.

Table B.1: Optimized basis set parameters for the clean Pd(111) and Pd(100) surface.

<table>
<thead>
<tr>
<th></th>
<th>$E_{\text{max}}^{\text{wf}}$ (Ry)</th>
<th>k-mesh</th>
<th>$K_{\text{irre}}$</th>
<th>layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pd(111)</td>
<td>GGA</td>
<td>16.0</td>
<td>$(9 \times 9 \times 1)$</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>LDA</td>
<td>16.0</td>
<td>$(9 \times 9 \times 1)$</td>
<td>12</td>
</tr>
<tr>
<td>Pd(100)</td>
<td>GGA</td>
<td>16.0</td>
<td>$(9 \times 9 \times 1)$</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>LDA</td>
<td>16.0</td>
<td>$(9 \times 9 \times 1)$</td>
<td>15</td>
</tr>
</tbody>
</table>

The determined basis set and supercell parameters are finally collected in Table B.1. With these parameters the computed values for the surface energy are 87 meV/Å$^2$ and 96 meV/Å$^2$ for Pd(111) and Pd(100) within the GGA-PBE, respectively. They are much smaller than the corresponding values in the LDA calculation, 122 meV/Å$^2$ and 139 meV/Å$^2$ in our work or corresponding LDA results from ref. [114, 123] for Pd(111) and Pd(100), respectively. As expected the surface energy of Pd(100) is larger than the one of Pd(111), as the Pd(100) surface is more open than the Pd(111) surface (seen definition of open surfaces in Chapter 4).
Table B.2: Surface energies for various vacuum thicknesses (7 layer Pd(111) and Pd(100) slabs in supercells using the GGA-PBE functional).

<table>
<thead>
<tr>
<th>Vacuum (Å)</th>
<th>Pd(111)</th>
<th>Pd(100)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>γ (meV/Å^2)</td>
<td>γ (meV/Å^2)</td>
</tr>
<tr>
<td>11</td>
<td>86.8</td>
<td>96.5</td>
</tr>
<tr>
<td>23</td>
<td>87.2</td>
<td>96.4</td>
</tr>
<tr>
<td>46</td>
<td>87.3</td>
<td>96.7</td>
</tr>
</tbody>
</table>

B.2 Oxygen at Pd(100)

The basis set parameter tests for the calculations with adsorbed oxygen at the Pd(100) surface use the binding energy ($E_b$) as the central quantity. In these calculations, the clean surface calculation for each configuration has the corresponding same basis set parameters as its adsorption configuration. We choose 3 representative configurations, 1O-Pd(100)(1×1), p(2×2) and c(2×2), to carry out energy cutoff tests (left panel of Fig. B.6). From the figure, the absolute binding energies of each configuration show a slow convergence. The relative binding energies of each configuration compared to the 1O-Pd(100)(1×1) configuration, however, are converged very well to within 10 meV/O atom above 20 Ry. For the determination of lateral interactions, it is primarily those energy differences that matter and we correspondingly use 20 Ry as the optimum energy cutoff for all DFT calculations. At this cutoff, Fig. B.6 shows that the absolute binding energy is converged to within 150 meV/O atom. A similar test for the k-mesh summarized in the right panel of Fig. B.6 reveals a (12×12×1) mesh as the optimum k-mesh. One reason for that is that the binding energies are converged to within 5 meV/O atom, and another one is k-points compatibility for various O-Pd(100) cells. In these cells, the k-meshes of configurations are different due to the different Brillouin zone sizes. Our target is to get consistent lateral parameters from the binding energies of configurations. In these cells to cancel the error from different BZ sampling one uses compatible k-meshes and the (12×12×1) mesh can be suitably divided by all our calculated surface unit cells. For example, the compatible k-mesh of O-Pd(100)(3×3) is (4×4×1), and so on.

Fig. B.7 shows the layer and vacuum thickness tests for the 1O-Pd(100)(1×1) configuration with full surface relaxation. The binding energies are converged to within 15 meV/O atom for slabs with more than 5 layers. When the vacuum thickness is larger than 10 Å, the binding energies are also fully converged. The thereby determined computational setup for O-Pd(100) is the following: 20 Ry energy cutoff, compatible k-meshes to a (12 × 12 × 1) grid in (1×1) cells, 5 layer slabs, and 12 Å vacuum thickness.
Figure B.6: Top panel: Cutoff convergence test for the 1O-Pd(100)(1×1), p(2×2), and c(2×2) oxygen adsorption configurations. Above 20 Ry, the relative binding energies (insert panels) compared to the binding energy of 1O-Pd(100)(1×1) are converged to within 10 meV/O atom. Bottom panel: k-mesh test for 1O-Pd(100)(1×1). (12×12×1) is selected as the optimum k-mesh.
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Figure B.7: Top panel: Convergence test for the optimum number of layers for 1O-Pd(100)(1x1) configuration. Bottom panel: Vacuum thickness test.
Appendix C

Pd(11N) Vicinal Surfaces

C.1 Clean Pd(11N) Vicinal Surfaces

Similar to the low-index surfaces we have to test the important computational parameters to ensure the convergence of the targeted surface properties. For the surface energy $\gamma$ we again focus on energy cutoff and $k$-point sampling. For these tests we use 5, 7 and 9 layer slabs for Pd(113), Pd(115) and Pd(117), respectively, which corresponds each time to the least number of layers possible, while maintaining a bulk-like coordination for the center layer in the slab. The vacuum thickness is about 20 Å, 28 Å, and 23 Å in Pd(113), Pd(115), and Pd(117), respectively. Figures C.1, C.2 and C.3 show the convergence of $\gamma$ with energy cutoff and number of $k$-points for the Pd(113), Pd(115) and Pd(117) surface, respectively. In all these cases, the surface energy is converged to within $\pm 0.5\text{meV/Å}^2$ for $E_{\text{max}}^{\text{wf}} \geq 20\text{Ry}$. A similar convergence is reached for $k$-meshes exceeding $k$-meshes of $(6 \times 10 \times 1)$ for Pd(113), $(2 \times 9 \times 1)$ for Pd(115), and $(2 \times 7 \times 1)$ for Pd(117), which corresponds to 32, 14 and 8 irreducible $k$-points, respectively.

For the calculation of $\gamma$, one needs not only the total energy of the slab $E_{\text{slab}}^{\text{total}}$, but also the total energy of a bulk atom $E_{\text{bulk}}^{\text{total}}$. In Fig C.1, C.2 and C.3 we used for this simply the result of a normal fcc bulk unit cell calculation. That this is not an optimum choice becomes apparent, when testing the slab thickness below. With increasing number of slab layers (while always keeping the vacuum thickness above 11 Å) the surface energy becomes larger and larger (upper panel in Fig. C.4), as discussed in ref. [143]. The reason lies in the slightly different sampling of the Brillouin zones in the bulk and in the surface calculation: The respective Brillouin zones are

1For simplicity, $E_{\text{bulk}}^{\text{total}}$ of fcc Pd bulk is used from a calculation with a regular fcc bulk unit cell. As described below it is more appropriate to use $E_{\text{bulk}}^{\text{total}}$ from a bulk calculation with a supercell geometry equivalent to the slab orientation to obtain compatible $k$-meshes. However, this does not affect the basis set convergence tests for one fixed slab width we are interested in here.

2In Fig. C.1 the $k$-meshes are tested in two different ways: One is using non-comparable $k$-meshes for the cubic fcc bulk Pd calculation, the other one is using equivalent $k$-meshes for the slab bulk calculation. (see discussion below)
Figure C.1: Energy cutoff ($E_{\text{max}}^{\text{wf}}$) and irreducible k-point convergence tests for Pd(113). For a convergence within $\pm0.5\text{meV}/\text{Å}^2$, the optimal energy cutoff is $E_{\text{max}}^{\text{wf}}=20\text{ Ry}$, and the optimal irreducible k-point number is (k-mesh: $6 \times 10 \times 1$), corresponding to 32 irreducible k-points. Red curve and black curve are the surface energies from fcc bulk and slab bulk calculation, respectively. (see footnote 2)

Figure C.2: Energy cutoff ($E_{\text{max}}^{\text{wf}}$) and irreducible k-point convergence tests for Pd(115). For a convergence within $\pm0.5\text{meV}/\text{Å}^2$, the optimal energy cutoff is $E_{\text{max}}^{\text{wf}}=20\text{ Ry}$, and the optimal irreducible k-point number is 14 (k-mesh: $3 \times 9 \times 1$), corresponding to 14 irreducible k-points.

Figure C.3: Energy cutoff ($E_{\text{max}}^{\text{wf}}$) and irreducible k-point tests for Pd(117). For a convergence within $\pm0.5\text{meV}/\text{Å}^2$, the optimal energy cutoff is $E_{\text{max}}^{\text{wf}}=20\text{ Ry}$, and the optimal irreducible k-point number is 8 (k-mesh: $2 \times 7 \times 1$), corresponding to 8 irreducible k-points.
oriented differently and the Monkhorst-pack grids sample different points. Therefore the contribution of bulk-like atoms in the middle of the slab does not cancel, as they are described slightly differently by the two k-meshes. Consequently the surface energy diverges. This problem can be resolved by using for $E_{\text{total}}^{\text{bulk}}$ the total energy of an atom in a slab bulk, i.e. building a bulk Pd structure by completely filling a vicinal supercell layer by layer. The smallest number of layers required in the supercell is determined by the Miller indices of the vicinal surface, $1^2 + 1^2 + n_{\text{row}}^2$. Then the k-meshes of the two structures, slab bulk and surface slab, are equivalent, e.g. $(6 \times 10 \times 2)$ and $(6 \times 10 \times 1)$ in Pd(113), which minimizes errors from the k-point sampling. The surface energy obtained with this procedure is converged to within 1 meV/Å$^2$ already for the 5 layer slab (lower panel in Fig. C.4). In the same way, we can get similarly converged surface energies for Pd(115) (upper panel in Fig. C.5) and Pd(117) (lower panel in Fig. C.5). Equivalent k-meshes for the two structures, slab and bulk, in the surface energy equation Eq. 4.8 are therefore very important to generate converged curves.

Analyzing the relaxed slabs in more detail, we find no further geometry relaxation after 9 layers, 17 layers and 19 layers for Pd(113), Pd(115) and Pd(117), respectively. Similarly, the k-meshes for the three vicinal surfaces must also be as commensurate as possible, in order to allow a meaningful comparison of the surface energetics of the three surfaces. If we take the k-mesh of Pd(113), $(6 \times 10 \times 1)$, as the standard, the task is to find the corresponding k-meshes on Pd(115) and Pd(117) using the relation of the surface unit cells. As apparent from Fig. 4.3 the angle $\gamma$ is similar in the three surface unit cells, and the $b$ distance of the three Pd(11$N$) surfaces is equal. The k-point sampling in this direction should therefore be equal, namely 10. Along the other direction, $a$, the proportion of their distances is about 9:14:19, therefore the k-point along this direction is 4 and 3 for Pd(115) and Pd(117), respectively. The equivalent k-meshes of Pd(113), Pd(115) and Pd(117) surfaces are therefore $(6 \times 10 \times 1)$, $(4 \times 10 \times 1)$ and $(3 \times 10 \times 1)$, respectively. Similar to the vacuum thickness test carried out for Pd(111) and Pd(100), we increased and decreased the vacuum thickness in the vicinal supercells. The resulting surface energies are summarized in Table C.1, from which it becomes clear that the effect of vacuum thickness beyond 10 Å is virtually zero (< 1 meV/Å$^2$). Therefore the vacuum thickness used already before in the basis set tests for the clean vicinal Pd(11$N$) surfaces is large enough to avoid the interaction between two consecutive slabs.

All basis sets used in the Pd(11$N$) vicinal surface calculations and the corresponding surface energies are summarized in Table C.2. The final surface energies for the three vicinal surfaces are 100.3 meV/Å$^2$, 99.4 meV/Å$^2$, and 99.1 meV/Å$^2$, respectively. They are smaller than the surface energies of the corresponding bulk-truncated vicinal surfaces (Table C.2). Obviously the surface relaxation stabilizes the surfaces. Pd(113) has the highest surface energy among all the surfaces, which is significantly larger than the one of the close-packed Pd(111) surface. However, for increasing (100) terraces width, the surface energy of Pd(11$N$) becomes smaller, and we observe the trend, $\gamma_{113} > \gamma_{115} \approx \gamma_{117}$. 
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Figure C.4: Surface energy convergence with number of slab layers for the Pd(113) vicinal surface. Upper panel: Surface energy using \( E_{\text{bulk}} \) from a bulk fcc Pd unit cell calculation. Lower panel: Surface energy using \( E_{\text{bulk}} \) from a slab bulk calculation.

Figure C.5: Surface energy vs. slab layers for Pd(115) (upper panel) and Pd(117) (lower panel), and using \( E_{\text{total}} \) from a slab bulk calculation.
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Table C.1: Surface energies of the Pd(11N) (N=3, 5, 7) vicinal surfaces for different vacuum thicknesses, and using $E_{\text{max}}^\text{wf} = 17$ Ry and a $(6 \times 10 \times 1)$, $(3 \times 9 \times 1)$ and $(2 \times 7 \times 1)$ for Pd(113), Pd(115) and Pd(117), respectively.

<table>
<thead>
<tr>
<th>Vacuum (Å)</th>
<th>Pd(113)</th>
<th>Pd(115)</th>
<th>Pd(117)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15</td>
<td>30</td>
<td>46</td>
</tr>
<tr>
<td>γ (meV/Å²)</td>
<td>99.6</td>
<td>99.8</td>
<td>99.7</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>22</td>
<td>32</td>
</tr>
<tr>
<td>γ (meV/Å²)</td>
<td>100.4</td>
<td>100.6</td>
<td>100.6</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>24</td>
<td>35</td>
</tr>
<tr>
<td>γ (meV/Å²)</td>
<td>99.2</td>
<td>99.3</td>
<td>99.3</td>
</tr>
</tbody>
</table>

Table C.2: Computed surface energies of different low-index and vicinal surfaces using optimum basis sets. (The k-meshes of Pd(11N) are equivalent).

<table>
<thead>
<tr>
<th>Pd(111)</th>
<th>Pd(113)</th>
<th>Pd(115)</th>
<th>Pd(117)</th>
<th>Pd(100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{max}}^\text{wf}$ (Ry)</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>k-meshes</td>
<td>$(9 \times 9 \times 1)$</td>
<td>$(6 \times 10 \times 1)$</td>
<td>$(4 \times 10 \times 1)$</td>
<td>$(3 \times 10 \times 1)$</td>
</tr>
<tr>
<td>layers</td>
<td>7</td>
<td>9</td>
<td>17</td>
<td>19</td>
</tr>
<tr>
<td>vacuum (Å)</td>
<td>23</td>
<td>30</td>
<td>22</td>
<td>24</td>
</tr>
<tr>
<td>$\gamma_{\text{unrelax}}$ (meV/Å²)</td>
<td>87.9</td>
<td>100.3</td>
<td>99.4</td>
<td>99.1</td>
</tr>
<tr>
<td>$\gamma_{\text{relax}}$ (meV/Å²)</td>
<td>87.9</td>
<td>98.3</td>
<td>97.3</td>
<td>97.4</td>
</tr>
</tbody>
</table>

C.2 Oxygen at Pd(11N) Vicinal Surfaces

With respect to oxygen adsorption at the vicinal surfaces, we focus our convergence tests on two representative adsorption sites, namely the Thu and Sh2 sites. We test the convergence with the energy cutoff by computing the binding energy in a $(1 \times 1)$ cell.

The k-meshes are the same as the optimal values for the clean vicinal surfaces, $(6 \times 10 \times 1)$, $(3 \times 9 \times 1)$ and $(2 \times 7 \times 1)$ for oxygen adsorption on Pd(113), Pd(115) and Pd(117), respectively. The slab thicknesses are 13, 17 and 23 layers, and the corresponding vacuum thicknesses are 25 Å, 20 Å and 20 Å for Pd(113), Pd(115) and Pd(117), respectively. From Fig. C.6, it becomes clear that the absolute binding energies of the oxygen atoms at each site show the same convergence trend. Unfortunately, both of them converge quite slowly, and the $E_{\text{max}}^\text{wf}$ curves show a convergence to within 50 meV only above 26 Ry. In contrast, the relative binding energy difference between the two sites (insert panel in Fig. C.6) is already converged to within 5 meV above 20 Ry. In our work we focus on the most favorable site for the oxygen atoms on the Pd(11N) surfaces. This trend only requires converged relative binding energies and we choose 20 Ry as the optimal energy cutoff for the oxygen adsorption at Pd(113), which yields accurate relative binding energy differences at an affordable computational time. In the same spirit, we calculate the binding energy of oxygen.
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at the Sh2 site on Pd(115) and Pd(117) (Fig. C.7), and compare the results with the binding energies at the same site on Pd(113) (insert panel in Fig. C.7). From the figure we see that the absolute binding energy of oxygen on Pd(115) and Pd(117) shows a similar trend as oxygen on Pd(113): slow convergence of the absolute values, while the relative differences reach a convergence to within 5 meV at $E_{\text{max}}^{\text{ult}}=20.0$ Ry. We conclude that for our study 20 Ry is an optimal energy cutoff for the oxygen adsorption on all three Pd(11N) surfaces.

Next, the required number of slab layers are tested using the other optimal parameters (energy cutoff and k-mesh) of the clean vicinal surfaces. The thickness of the chosen supercell is 40.47 Å, 33.43 Å and 33.16 Å for the oxygen adsorption on Pd(113), Pd(115) and Pd(117), respectively. This size is kept fixed despite the increasing number of slab layers. Although the vacuum thickness becomes thus smaller and smaller, the least vacuum thickness is 12 Å, 11 Å and 16 Å for oxygen on Pd(113), Pd(115) and Pd(117), respectively, which is still large enough (see vacuum test below). For the oxygen adsorption on Pd(113) surface we also increased the k-mesh from $(6 \times 10 \times 1)$ to $(8 \times 14 \times 1)$ to check if the old k-mesh is good enough for the adsorption system. In Fig. C.8 the binding energy curves at the two adsorption sites (Sh2 and Thu) are nicely converged with increasing number of slab layers. The two curves show the same convergence trend, and the binding energy is converged to within 10 meV for 13 layers for the two adsorption sites. Moreover, the high k-mesh $(8 \times 14 \times 1)$ generates the same trend as the lower k-mesh $(6 \times 10 \times 1)$ does, and the binding energies from the two k-meshes are nearly the same, when the number of layers is more than the optimal layers. We therefore identify the $(6 \times 10 \times 1)$ mesh as good enough to study the oxygen adsorption at Pd(113). In the same way, we increase the $(3 \times 9 \times 1)$ and $(2 \times 7 \times 1)$ meshes to $(4 \times 12 \times 1)$ and $(3 \times 10 \times 1)$ to check the k-points sampling for oxygen at Pd(115) and Pd(117), respectively (Fig. C.9). The binding energies of the two kinds of k-meshes are similar, and the difference is less than 20 meV throughout. Therefore, $(3 \times 9 \times 1)$ and $(2 \times 7 \times 1)$ k-meshes are enough to study the oxygen adsorption at Pd(115) and Pd(117), respectively. Fig. C.9 (oxygen adsorption on Pd(115) and Pd(117)) shows furthermore the same trend as oxygen adsorption on Pd(113): The two binding energy curves at the two adsorption sites rapidly converge with increasing number of slab layers, and the binding energy is converged to within 10 meV for the same optimal layer number. Therewith, 17 layers and 23 layers are the optimal number of slab layers for the oxygen adsorption on Pd(115) and Pd(117), respectively. Finally, we test the vacuum thicknesses of the three kinds of oxygen adsorption systems by increasing and decreasing the vacuum thickness. All corresponding binding energies are tabulated in Table C.3, from which it is clear that the effect of vacuum thickness is negligible (<10 meV) beyond 12 Å, 10 Å and 10 Å for the oxygen adsorption at the Sh2 site on Pd(113), Pd(115) and Pd(117), respectively. As mentioned in the tests of clean Pd(11N) vicinal surfaces, in order to compare quantities, like binding energies, in the family of Pd(11N) vicinal surfaces the k-meshes of the three adsorption systems should be comparable. Therefore, $(6 \times 10 \times 1)$, $(4 \times 10 \times 1)$ and $(3 \times 10 \times 1)$ are used for the oxygen adsorption on Pd(113), Pd(115) and Pd(117),
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Figure C.6: Absolute binding energies of oxygen adsorbed at the Sh2 and Thu sites at Pd(113) with different energy cutoff values. The insert panel shows the relative binding energy of the two sites.

Figure C.7: Binding energy vs. energy cutoff for oxygen adsorbed at the Sh2 site at Pd(113), Pd(115) and Pd(117). The insert shows the relative binding energy with respect to oxygen at the Sh2 site at Pd(113).
Table C.3: Binding energies for various vacuum thicknesses in supercells for the oxygen adsorption at the Sh2 site.

<table>
<thead>
<tr>
<th>Vacuum (Å)</th>
<th>IO-Pd(113)(1×1)</th>
<th>IO-Pd(115)(1×1)</th>
<th>IO-Pd(117)(1×1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>37  25  12</td>
<td>30  20  10</td>
<td>30  20  10</td>
</tr>
<tr>
<td>$E_b$ (meV)</td>
<td>875  875  874</td>
<td>923  924  929</td>
<td>927  926  933</td>
</tr>
</tbody>
</table>

Table C.4: Optimal basis set parameters of oxygen adsorption on Pd(11N) surfaces.

<table>
<thead>
<tr>
<th></th>
<th>energy cutoff (Ry)</th>
<th>k-mesh</th>
<th>vacuum thickness (Å)</th>
<th>slab layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>IO-Pd(113)(1×1)</td>
<td>20</td>
<td>$6 \times 10 \times 1$</td>
<td>25</td>
<td>13</td>
</tr>
<tr>
<td>IO-Pd(115)(1×1)</td>
<td>20</td>
<td>$4 \times 10 \times 1$</td>
<td>20</td>
<td>17</td>
</tr>
<tr>
<td>IO-Pd(117)(1×1)</td>
<td>20</td>
<td>$3 \times 10 \times 1$</td>
<td>20</td>
<td>23</td>
</tr>
</tbody>
</table>

respectively. At last, we summarize the optimal basis set parameters in Table C.4.
Appendix C. Pd(11N) Vicinal Surfaces

Figure C.8: Convergence of the binding energy with increasing number of slab layers for oxygen adsorption at the two adsorption sites (Sh2 and Thu) on Pd(113) surface. Solid and dashed lines indicate two kinds of k-meshes, (6 × 10 × 1) and (8 × 14 × 1), respectively.

Figure C.9: Convergence of the binding energy with the number of slab layers for oxygen adsorption at Sh2 and Thu sites on Pd(115) (upper panel) and on Pd(117) (lower panel).
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Appendix D

Monte Carlo Simulations

D.1 Equilibration

The average quantities obtained from our MC simulations should reflect the equilibrated state of the system and should thus not depend on the initial configuration with which the simulation was started. This was routinely checked by starting the simulations from different initial configurations, as well as by using different initial random number seeds. Fig. D.1 illustrates this by showing the evaluation of the total energy during a MC simulation for a 0.5 ML oxygen coverage in a \((20 \times 20)\) Pd(100) simulation cell. The final energy obtained after about \(10^7\) MC steps does not depend on the varied initial configurations, nor on the random number seed.

While we can thus assume that the equilibrated state is reached, the initial transient equilibration period should also not enter into the averaging procedure for the thermodynamic properties. As illustrated by Fig. D.2, the initial equilibration period varies with the system temperature (and of course with O coverage). We systematically verified however that it never exceeds \(\sim 5 \times 10^7\) MC steps (at the accuracy level of interest to our study). We therefore always employed a corresponding number of equilibration MC steps, before starting the averaging procedure for the thermodynamic properties.

D.2 Simulation Cell for O-Pd(100)

The finite size of the simulation cell is another crucial technical factor for MC simulations, known to induce so-called finite-size effects [73]. Fortunately, such effects play only a minor role at the accuracy level of interest to our study, which aims more at a semi-quantitative determination of the critical temperature, rather than at a detailed investigation of the nature of the phase transition (critical exponents etc.) itself. Already rather small simulation cells are sufficient to determine the critical temperature for the order-disorder transition to within \(\pm 25\) K. This is illustrated in Fig. D.3 by the variation of the employed order parameter and specific heat for two different O cover-
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Figure D.1: Illustration of the evaluation of the total energy with Monte Carlo (MC) steps for a 0.5 ML oxygen coverage in the (20x20) simulation cell. The finally obtained value does not depend on the initial random number seed (and starting from a random initial starting configuration) or when starting from an ordered configuration.

ages at Pd(100). With increasing simulation cell size the former approaches the ideal step-function shape and the latter the $\delta$-peak shape. Using the inflection and peak temperature from both, respectively, it is clear that converged critical temperatures to within $\pm 25$ K can be obtained from simulation cells exceeding (40x40).

D.3 Identical $T_c$ from $\Psi$ and $C_V$

Using the optimum (40 x 40) simulation cell, we identify the critical temperatures of the order-disorder transitions at 0.25 ML and 0.5 ML on Pd(100) surface by the order parameters ($\Psi_{p(2\times2)}$ in Eq. 5.23 and $\Psi_{c(2\times2)}$ in Eq. 5.27) and the specific heat. Fig. D.4 clearly shows that at low temperatures the order parameters are 1.0, which means configurations show the $p(2 \times 2)$ and $c(2 \times 2)$ order for coverages at 1/4 ML and 1/2 ML, and the specific heats are both small. When the temperatures are near the critical temperatures ($T_c$), the order parameters drop sharply, and a peak in the specific heat occurs. Increasing the temperature further, both order parameters and
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Figure D.2: $E$ vs. MC step (top panel), and $\langle E \rangle$ vs. MC step (bottom panel) for two different temperatures, 300K and 1000K.

Figure D.3: Finite-size effect for two O coverages at Pd(100), $\theta=0.25$ ML (left panel) and $\theta=0.5$ ML (right panel). The critical temperatures are deduced from the order parameter (top panels) and specify heat (bottom panels). The insert panels are the $T_C$ vs. cell size.
Figure D.4: Critical temperatures determined by order parameters (top panel) and specific heat (bottom panels) in a \((40 \times 40)\) simulation cell. The critical temperatures at 0.25 ML and 0.5 ML determined by the inflection points of the \(p(2 \times 2)\) and \(c(2 \times 2)\) order parameters, respectively, are identical to the critical temperatures determined from the peak of the specific heats to within 10 K.
specific heats are decreasing to a small value. Taking the inflection points in the order parameter curves and the peaks in the specific heat curves as the critical temperatures, we can say both of methods predict identical critical temperatures to within 10 K.

D.4 Simulation Cell for Stepped Pd(100)

The MC simulations addressing the influence of the (111) step on the ordering behavior should simulate the limit of an isolated step. Since they still have to be simulated with periodic boundary conditions, a further series of tests needed to establish the minimum terrace width that is required to eliminate any step-step interactions. For this, we employed simulation cells of increasing terrace width \( W \times 40 \) with \( W > 40 \), \textit{i.e.} simulation cells that exhibit one (111) step along the \( y \)-axis, separated by terraces of width \( W \) Pd(100) unit-cells. Monitored was the specific heat for each row parallel to the (111) step separately, to identify at which distance from the step the deduced critical temperature becomes indistinguishable from that at the ideal extended Pd(100) surface.

Fig. D.5 shows this test for GCMC simulations corresponding to nominal O coverages of 0.1 and 0.15 ML at low temperatures. For two employed terrace widths we observe a rapid convergence of the critical temperature towards the value of the ideal Pd(100) surface over only 6 terrace row.

At the extended \((80 \times 40)\) simulation cell this behavior is exactly the same as at the \((60 \times 40)\) cell, just with 20 additional Pd(100) terrace rows in between. We correspondingly conclude that a \((60 \times 40)\) cell corresponding to terraces of 60 unit-cell width is fully sufficient to simulate the ordering behavior at ”isolated” (111) steps.
Figure D.5: Cell size tests for two coverages, $\theta=0.1$ ML (top two panels) and $\theta=0.15$ ML (bottom two panels) using two kinds of cells, $(60 \times 40)$ and $(80 \times 40)$. The additional red lines are the critical temperature for the ideal O-Pd(100) surface at the same coverages, respectively. The (111) step site Sh2 is at position 0.
Appendix E

Computed Ordered Configurations for O-Pd(100)

Listed are all ordered configurations of O at Pd(100) that were computed by (L)APW+lo DFT. Shown is a schematic top view indicating the surface unit-cell. The computed DFT average binding energy is given in meV, and the LGH expansion using all cluster figures in the considered pool is stated. Configurations (hol-hol)-1 to (hol-hol)-27 correspond to configurations with O in hollow sites; configurations (br-br)-1 to (br-br)-18 to configurations with O in bridge sites; and configurations (hol-br)-1 to (hol-br)-6 to configurations with O in hollow and bridge sites. Light grey spheres represent Pd atoms, and dark (red) spheres represent O atoms.
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(hol-hol)-1

\[ E_b^{(hol-hol)-1} = E^{\text{on-site}} \]

(hol-hol)-2

\[ E_b^{(hol-hol)-2} = E^{\text{on-site}} + 2V_{3p} + 2V_{5p} \]

(hol-hol)-3

\[ E_b^{(hol-hol)-3} = E^{\text{on-site}} + 2V_{2p} + 2V_{3p} + 2V_{5p} + 4V_{4t} + 2V_{6t} + 8V_{7t} + V_{3q} \]

(hol-hol)-4

\[ E_b^{(hol-hol)-4} = E^{\text{on-site}} + \frac{4}{3}V_{1p} + \frac{4}{3}V_{2p} + 2V_{3p} + \frac{8}{3}V_{4p} + 2V_{5p} + \frac{4}{3}V_{1t} + \frac{4}{3}V_{2t} + \frac{8}{3}V_{3t} + \frac{8}{3}V_{4t} + 16/3V_{5t} + 4/3V_{6t} + 16/3V_{7t} + 8/3V_{8t} + 4/3V_{2q} + 2/3V_{3q} + 1/3V_{1qu} \]
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(hol-hol)-5

\[ E_{\text{hol-hol}-5}^{(\text{hol-hol})} = E_{\text{on-site}}^{\text{hol-hol}-5} + 2V_{1p} + 2V_{2p} + 2V_{3p} + 4V_{4p} + 2V_{5p} + 2V_{1t} + 4V_{2t} + 8V_{3t} + 4V_{4t} + 8V_{5t} + 2V_{6t} + 8V_{7t} + 4V_{8t} + V_{1q} + 4V_{2q} + V_{3q} + V_{1qu} \]

(hol-hol)-6

\[ E_{\text{hol-hol}-6}^{(\text{hol-hol})} = E_{\text{on-site}}^{\text{hol-hol}-6} + V_{1p} + 2V_{3p} + 2V_{4p} + 2V_{5p} + V_{1t} + 4V_{3t} + 2V_{8t} \]

(hol-hol)-7

\[ E_{\text{hol-hol}-7}^{(\text{hol-hol})} = E_{\text{on-site}}^{\text{hol-hol}-7} + V_{1p} + V_{3p} + V_{1t} + 2V_{8t} \]

(hol-hol)-8

\[ E_{\text{hol-hol}-8}^{(\text{hol-hol})} = E_{\text{on-site}}^{\text{hol-hol}-8} + 3/2V_{1p} + V_{2p} + 3/2V_{3p} + 2V_{4p} + V_{5p} + V_{1t} + 3V_{2t} + 2V_{3t} + V_{4t} + 4V_{5t} + 4V_{7t} + 3V_{8t} + 1/2V_{1q} + V_{2q} \]
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(hol-hol)-9

\[ E_{b}^{(\text{hol-hol})-9} = E_{\text{on-site}} + V_{3p} \]

(hol-hol)-10

\[ E_{b}^{(\text{hol-hol})-10} = E_{\text{on-site}} + V_{2p} + V_{3p} + V_{4p} + V_{4t} + 2V_{7t} \]

(hol-hol)-11

\[ E_{b}^{(\text{hol-hol})-11} = E_{\text{on-site}} + 1/2V_{1p} + 3/2V_{3p} + V_{4p} + V_{5p} + 2V_{5t} + V_{8t} \]

(hol-hol)-12

\[ E_{b}^{(\text{hol-hol})-12} = E_{\text{on-site}} + V_{1p} + 2/3V_{2p} + 4/3V_{3p} + 4/3V_{4p} + 2/3V_{5p} + 2/3V_{3t} + 2/3V_{4t} + 2V_{5t} + 2V_{7t} + 2V_{8t} + 1/3V_{2q} \]
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(hol-hol)-13

\[ E_b^{(\text{hol-hol})-13} = E_{\text{on-site}} + \frac{1}{3}V_{1p} + \frac{4}{3}V_{2p} + \frac{4}{3}V_{3p} + 2V_{4p} + \frac{2}{3}V_{5p} \]
\[ + \frac{4}{3}V_{3t} + 2V_{4t} + \frac{4}{3}V_{5t} + 2V_{6t} + 8V_{7t} + \frac{2}{3}V_{8t} \]
\[ + \frac{1}{3}V_{3q} \]

(hol-hol)-14

\[ E_b^{(\text{hol-hol})-14} = E_{\text{on-site}} + V_{1p} + \frac{3}{2}V_{2p} + \frac{3}{2}V_{3p} + \frac{5}{2}V_{4p} + V_{5p} \]
\[ + \frac{1}{2}V_{1t} + V_{2t} + \frac{3}{2}V_{3t} + \frac{5}{2}V_{4t} + V_{5t} \]
\[ + V_{6t} + 4V_{7t} + 2V_{8t} + \frac{1}{2}V_{2q} + \frac{1}{2}V_{3q} \]

(hol-hol)-15

\[ E_b^{(\text{hol-hol})-15} = E_{\text{on-site}} + 5\frac{4}{4}V_{1p} + V_{2p} + 7\frac{4}{3}V_{3p} + \frac{5}{2}V_{4p} + \frac{3}{2}V_{5p} \]
\[ + 5\frac{4}{4}V_{1t} + V_{2t} + \frac{2}{3}V_{3t} + \frac{3}{2}V_{4t} + 4V_{5t} \]
\[ + \frac{1}{2}V_{6t} + 3V_{7t} + \frac{5}{2}V_{8t} + V_{2q} + \frac{1}{4}V_{3q} \]
\[ + \frac{1}{4}V_{1qu} \]

(hol-hol)-16

\[ E_b^{(\text{hol-hol})-16} = E_{\text{on-site}} + V_{3p} \]
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(hol-hol)-17

\[ E_{b}^{\text{(hol-hol)-17}} = E_{\text{on-site}}^{\text{on-site}} + V_{2p} + V_{3p} \]

(hol-hol)-18

\[ E_{b}^{\text{(hol-hol)-18}} = E_{\text{on-site}}^{\text{on-site}} + 1/2 V_{1p} + V_{3p} + V_{4p} + 2V_{5t} \]

(hol-hol)-19

\[ E_{b}^{\text{(hol-hol)-19}} = E_{\text{on-site}}^{\text{on-site}} + V_{3p} + 2V_{4p} \]

(hol-hol)-20

\[ E_{b}^{\text{(hol-hol)-20}} = E_{\text{on-site}}^{\text{on-site}} + 4/3 V_{2p} + 5/3 V_{3p} + 4/3 V_{5p} + 2V_{4t} + 2/3 V_{sta} + 4V_{7t} + 1/3 V_{3q} \]
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(hol-hol)-21

\[ E_{b}^{(hol-hol)-21} = E_{\text{on-site}}^{\text{hol-hol}} + \frac{4}{5}V_{1p} + \frac{8}{5}V_{2p} + \frac{9}{5}V_{3p} + \frac{8}{5}V_{4p} + \frac{8}{5}V_{5p} + \frac{3}{5}V_{1t} + \frac{4}{5}V_{2t} + \frac{8}{5}V_{3t} + \frac{16}{5}V_{4t} + \frac{12}{5}V_{5t} + \frac{8}{5}V_{6t} + 32/5V_{7t} + 6/5V_{8t} + 4V_{2q} + 4V_{3q} + 1/5V_{1q} \]

(hol-hol)-22

\[ E_{b}^{(hol-hol)-22} = E_{\text{on-site}}^{\text{hol-hol}} + \frac{1}{2}V_{2p} + V_{4p} + \frac{1}{2}V_{5p} \]

(hol-hol)-23

\[ E_{b}^{(hol-hol)-23} = E_{\text{on-site}}^{\text{hol-hol}} + \frac{1}{2}V_{1p} + \frac{1}{2}V_{3p} + V_{8t} \]

(hol-hol)-24

\[ E_{b}^{(hol-hol)-24} = E_{\text{on-site}}^{\text{hol-hol}} + V_{1p} + \frac{1}{2}V_{2p} + V_{3p} + V_{4p} + \frac{1}{2}V_{5p} + V_{2t} + 2V_{5t} + 2V_{7t} + 2V_{8t} \]
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(hol-hol)-25

\[ E_{b}^{(\text{hol-hol})-25} = E_{\text{on-site}}^{\text{on-site}} + \frac{1}{2}V_{1p} + V_{2p} + \frac{1}{2}V_{3p} + 2V_{4p} + \frac{2}{3}V_{5p} + 2V_{3t} + V_{4t} + V_{8t} + \frac{1}{4}V_{3q} \]

(hol-hol)-26

\[ E_{b}^{(\text{hol-hol})-26} = E_{\text{on-site}}^{\text{on-site}} + V_{1p} + \frac{3}{2}V_{2p} + V_{3p} + 3V_{4p} + \frac{3}{2}V_{5p} + V_{2t} + 4V_{3t} + 2V_{4t} + 2V_{5t} + 2V_{6t} + 2V_{7t} + 2V_{8t} + \frac{1}{2}V_{3q} \]

(hol-hol)-27

\[ E_{b}^{(\text{hol-hol})-27} = E_{\text{on-site}}^{\text{on-site}} + \frac{7}{6}V_{1p} + \frac{4}{3}V_{2p} + \frac{7}{6}V_{3p} + \frac{8}{3}V_{4p} + \frac{4}{3}V_{5p} + \frac{1}{2}V_{1t} + \frac{4}{3}V_{2t} + 3V_{3t} + \frac{3}{2}V_{4t} + \frac{8}{3}V_{5t} + V_{6t} + \frac{8}{3}V_{7t} + \frac{7}{3}V_{8t} + \frac{1}{3}V_{1q} + \frac{1}{2}V_{2q} + \frac{1}{3}V_{3q} \]
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(brr-br)-1
\[
E_{b}^{(br-br)-1} = E_{\text{bridge}}^{\text{on-site}} + V_{1p} + V_{1p}' + 2V_{2p} + V_{4p} + V_{4p}' \\
+ V_{1t} + V_{1t}' + 4V_{2t} + 4V_{3t} + 4V_{3t}' \\
+ 2V_{6t} + 2V_{6t}' + 4V_{7t} + 4V_{7t}' + 2V_{8t}
\]
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(brr-br)-2
\[
E_{b}^{(br-br)-2} = E_{\text{bridge}}^{\text{on-site}} + V_{1p} + V_{4p} + V_{4p}' \\
+ V_{1t} + 4V_{7t}'
\]

867

(brr-br)-3
\[
E_{b}^{(br-br)-3} = E_{\text{bridge}}^{\text{on-site}} + V_{1p} + V_{4p}' + V_{4p}' \\
+ V_{1t}' + 4V_{7t}
\]

961

(brr-br)-4
\[
E_{b}^{(br-br)-4} = E_{\text{bridge}}^{\text{on-site}} + V_{4p} + V_{4p}'
\]
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*(br-br)-5*

\[ E_{b}^{(br-br)-5} = E_{\text{on-site}} + V_{2p} + V_{4p} + V_{4p}' + 2V_{6t} + 2V_{6t}' + 2V_{8t} \]

*(br-br)-6*

\[ E_{b}^{(br-br)-6} = E_{\text{on-site}} + 2/3V_{1p} + 2/3V_{1p}' + 4/3V_{2p} + V_{4p} + V_{4p}' + 2/3V_{1t} + 2/3V_{1t}' + 4/3V_{2t} + 4/3V_{3t} + 4/3V_{3t}' + 4/3V_{6t} + 4/3V_{6t}' + 8/3V_{7t} + 8/3V_{7t}' + 4/3V_{8t} \]

*(br-br)-7*

\[ E_{b}^{(br-br)-7} = E_{\text{on-site}} + V_{1p} + V_{4p} + V_{1t} \]

*(br-br)-8*

\[ E_{b}^{(br-br)-8} = E_{\text{on-site}} + V_{1p}' + V_{4p}' + V_{1t}' \]
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(br-br)-9

\[ E_{b}^{(br-br)-9} = E_{\text{bridge}} + V_{1p} + \frac{1}{2} V_{1p} + V_{2p} + V_{4p} + \frac{1}{2} V_{4p} \]
\[ + V_{1t} + 2 V_{2t} + 2 V_{3t} \]

(br-br)-10

\[ E_{b}^{(br-br)-10} = E_{\text{bridge}} + \frac{1}{2} V_{1p} + \frac{1}{2} V_{1p} + 2 V_{3p} + \frac{1}{2} V_{4p} \]
\[ + \frac{1}{2} V_{4p} + 2 V_{5p} + \frac{1}{2} V_{1t} + \frac{1}{2} V_{1t} + 2 V_{4t} \]
\[ + 2 V_{4t} + V_{5t} + V_{5t} \]

(br-br)-11

\[ E_{b}^{(br-br)-11} = E_{\text{bridge}} + \frac{1}{2} V_{4p} \]

(br-br)-12

\[ E_{b}^{(br-br)-12} = E_{\text{bridge}} + \frac{1}{2} V_{1p} + \frac{1}{2} V_{4p} + V_{4p} \]
\[ + 2 V_{7t} \]
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(br-br)-13

\[ E_{b}^{(br-br)-13} = E_{\text{on-site}} + V_{2p} + V_{4p} + V_{6t} \]

(br-br)-14

\[ E_{b}^{(br-br)-14} = E_{\text{on-site}} + V_{2p} + V_{4p} + V_{6t} \]

(br-br)-15

\[ E_{b}^{(br-br)-15} = E_{\text{on-site}} + 2/3V_{1p} + 4/3V_{3p} + 2/3V_{4p} + 1/3V_{4p} + 4/3V_{5p} + 2/3V_{1t} + 4/3V_{4t} + 2/3V_{5t} \]

(br-br)-16

\[ E_{b}^{(br-br)-16} = E_{\text{on-site}} + V_{1p} + V_{4p} + V_{1t} \]
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**Appendix E. Computed Ordered Configurations for O-Pd(100)**

\[ E_{b}^{(br-br)-17} = E_{\text{on-site}} = E_{\text{bridge}} \]

\[ E_{b}^{(br-br)-18} = E_{\text{on-site}} + \frac{1}{2} V_{2p} \]

![Diagram](image_url)
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(hol-br)-1

\[ E^{(\text{hol-br})-1}_b = E^{\text{on-site}} + E^{\text{on-site}} + 4V_{1p} + 4V_{3p} \]
\[ + 2V_{1t} + 2V_{1t}^\prime + 2V_{3t} + 2V_{3t}^\prime + 2V_{4t} + 2V_{4t}^\prime \]

(hol-br)-2

\[ E^{(\text{hol-br})-2}_b = E^{\text{on-site}} + E^{\text{on-site}} + 2V_{2p} + 4V_{3p} \]

(hol-br)-3

\[ E^{(\text{hol-br})-3}_b = E^{\text{on-site}} + E^{\text{on-site}} + 2V_{1p} + 2V_{3p} \]
\[ + V_{3t} + V_{3t}^\prime \]

(hol-br)-4

\[ E^{(\text{hol-br})-4}_b = 2E^{\text{on-site}} + E^{\text{on-site}} + 4V_{1p} + 4V_{3p} + 4V_{4p} \]
\[ + 3V_{1t} + 3V_{1t}^\prime + 3V_{3t} + 3V_{3t}^\prime + 3V_{4t}^\prime \]
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(hol-br)-5

\[ E_{b}^{(\text{hol-br}-5)} = E_{\text{bridge}}^{\text{on-site}} + E_{\text{hollow}}^{\text{on-site}} + 4V_{3p} \]

(hol-br)-6

\[ E_{b}^{(\text{hol-br}-6)} = E_{\text{bridge}}^{\text{on-site}} + E_{\text{hollow}}^{\text{on-site}} + V_{1p} + V_{3p} + V_{4p} \]
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Appendix F

Computed Ordered Configurations for O-Pd(117)

Listed are all ordered configurations of O at Pd(117) that were computed by (L)APW+lo DFT. Shown is a schematic top view indicating the surface unit-cell. The computed DFT total binding energy is given in meV, and the LGH expansion using all cluster figures in the considered pool (Fig. 8.1) is stated. Light grey spheres represent Pd atoms, while the Pd step atoms are shown in grey, to better illustrate the step structure in the top view, and dark (red) spheres represent O atoms.
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**V7-1**
\[ E_b^{V7-1} = E_{b,Thu}^{\text{On-site}} + V_{1p}^{11} + V_{3p}^{11} + V_{1t}^{111} \]

**V7-2**
\[ E_b^{V7-2} = E_{b,Thu}^{\text{On-site}} + V_{1p}^{22} + V_{3p}^{22} + V_{1t}^{222} \]

**V7-3**
\[ E_b^{V7-3} = E_{b,Thu}^{\text{On-site}} + V_{1p}^{33} + V_{3p}^{33} + V_{1t}^{333} \]

**V7-4**
\[ E_b^{V7-4} = E_{b,Sh2}^{\text{On-site}} + V_{1p}^{44} + V_{3p}^{44} + V_{1t}^{444} \]
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\[ E_{b}^{V7-5} = E_{b,Sh1}^{\text{On-site}} + V_{1p}^{55} + V_{3p}^{55} + V_{1t}^{555} \]

\[ E_{b}^{V7-6} = E_{b,Thu}^{\text{On-site}} + E_{b,Thu}^{\text{On-site}} + V_{1p}^{11} + V_{3p}^{11} + V_{3p}^{33}
+ V_{3p}^{33} + V_{1p}^{13} + V_{3p}^{13} + V_{1t}^{11} + V_{1t}^{333} \]

\[ E_{b}^{V7-7} = E_{b,Thu}^{\text{On-site}} + E_{b,Thu}^{\text{On-site}} + V_{1p}^{11} + V_{1p}^{11} + V_{3p}^{14}
+ 2V_{3p}^{14} + V_{1p}^{44} + V_{3p}^{44} + V_{1t}^{11} + 2V_{1t}^{14}
+ 2V_{3t}^{14} + V_{1t}^{44} + 2V_{3t}^{114} + 2V_{3t}^{144} \]

\[ E_{b}^{V7-8} = E_{b,Thu}^{\text{On-site}} + E_{b,Thu}^{\text{On-site}} + V_{1p}^{11} + V_{1p}^{11} + V_{3p}^{55}
+ V_{3p}^{55} + 2V_{2p}^{15} + 2V_{3p}^{15} + V_{1t}^{11} + 2V_{1t}^{15}
+ 2V_{2t}^{155} + 2V_{3t}^{155} + 2V_{3t}^{155} + V_{1t}^{55} \]
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### V7-9

\[ E_{b}^{V7-9} = E_{b,Thu}^{\text{On-site}} + E_{b,Sh2}^{\text{On-site}} + V_{1p}^{22} + V_{3p}^{22} + V_{1p}^{44} + V_{3p}^{24} + 2V_{3p}^{24} + V_{1t}^{222} + V_{1t}^{444} \]

### V7-10

\[ E_{b}^{V7-10} = E_{b,Thu}^{\text{On-site}} + E_{b,Sh2}^{\text{On-site}} + V_{1p}^{22} + V_{3p}^{22} + V_{3p}^{25} + V_{1p}^{33} + V_{3p}^{33} + V_{1t}^{444} + V_{1t}^{555} + V_{3t}^{334} + V_{3t}^{344} \]

### V7-11

\[ E_{b}^{V7-11} = E_{b,Thu}^{\text{On-site}} + E_{b,Sh2}^{\text{On-site}} + V_{1p}^{33} + V_{3p}^{33} + V_{1p}^{44} + V_{3p}^{44} + V_{3t}^{334} + V_{3t}^{344} \]

### V7-12

\[ E_{b}^{V7-12} = E_{b,Thu}^{\text{On-site}} + E_{b,Thu}^{\text{On-site}} + E_{b,Sh2}^{\text{On-site}} + V_{1p}^{11} + V_{3p}^{11} + V_{1p}^{12} + V_{2p}^{12} + V_{1p}^{33} + V_{3p}^{33} + V_{1p}^{34} + V_{2p}^{34} + V_{1p}^{44} + V_{3p}^{44} + V_{1t}^{114} + V_{1t}^{144} + V_{2t}^{144} + V_{2t}^{334} + V_{3t}^{344} + V_{3t}^{134} + V_{3t}^{143} \]
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V7-13
\[ E_{b}^{V7-13} = E_{b,Thu}^{\text{On-site}} + V_{3p}^{11} \]

V7-14
\[ E_{b}^{V7-14} = E_{b,The}^{\text{On-site}} + V_{3p}^{22} \]

V7-15
\[ E_{b}^{V7-15} = E_{b,Thl}^{\text{On-site}} + V_{3p}^{33} \]

V7-16
\[ E_{b}^{V7-16} = E_{b,Sh2}^{\text{On-site}} + V_{3p}^{44} \]
Appendix F. Computed Ordered Configurations for O-Pd(117)

\[ V7-17 \]
\[ E_{b}^{V7-17} = E_{b,sh1}^{\text{On-site}} + V_{3p}^{55} \]

\[ V7-18 \]
\[ E_{b}^{V7-18} = E_{b,Thu}^{\text{On-site}} + E_{b,The}^{\text{On-site}} + V_{3p}^{11} + V_{3p}^{22} + V_{1p}^{12} \]

\[ V7-19 \]
\[ E_{b}^{V7-19} = E_{b,Thu}^{\text{On-site}} + E_{b,Thl}^{\text{On-site}} + V_{3p}^{11} + V_{3p}^{22} + 2V_{2p}^{12} \]

\[ V7-20 \]
\[ E_{b}^{V7-20} = E_{b,Thu}^{\text{On-site}} + E_{b,Thl}^{\text{On-site}} + V_{3p}^{11} + V_{3p}^{33} + V_{3p}^{13} + V_{3cp}^{13} \]
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**V7-21**

\[ E_{b}^{V7-21} = E_{b,Thu}^{\text{On-site}} + E_{b,Thl}^{\text{On-site}} + V_{3p}^{11} + V_{3p}^{33} + V_{3p}^{13} + V_{3p}^{33} + V_{3p}^{13} \]

**V7-22**

\[ E_{b}^{V7-22} = E_{b,Thu}^{\text{On-site}} + E_{b,Sh2}^{\text{On-site}} + V_{3p}^{11} + V_{3p}^{44} + V_{1p}^{14} \]

**V7-23**

\[ E_{b}^{V7-23} = E_{b,Thu}^{\text{On-site}} + E_{b,Sh2}^{\text{On-site}} + V_{3p}^{11} + V_{3p}^{44} + 2V_{2p}^{14} \]

**V7-24**

\[ E_{b}^{V7-24} = E_{b,Thu}^{\text{On-site}} + E_{b,Sh1}^{\text{On-site}} + V_{2p}^{15} + V_{3p}^{11} + V_{3p}^{15} + V_{3p}^{55} + V_{3p}^{33} \]
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**V7-25**

\[ E_{b}^{V7-25} = E_{b,\text{Thc}}^{\text{On-site}} + E_{b,\text{Thl}}^{\text{On-site}} + V_{1p}^{23} + V_{3p}^{22} + V_{3p}^{33} \]
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**V7-26**

\[ E_{b}^{V7-26} = E_{b,\text{Thc}}^{\text{On-site}} + E_{b,\text{Thl}}^{\text{On-site}} + 2V_{2p}^{23} + V_{3p}^{22} + V_{3p}^{33} \]

2008

**V7-27**

\[ E_{b}^{V7-27} = E_{b,\text{Thc}}^{\text{On-site}} + E_{b,\text{Sh}2}^{\text{On-site}} + V_{3p}^{22} + V_{3p}^{44} + V_{3p}^{24} + V_{3p}^{24} \]
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**V7-28**

\[ E_{b}^{V7-28} = E_{b,\text{Thc}}^{\text{On-site}} + E_{b,\text{Sh}2}^{\text{On-site}} + V_{3p}^{22} + V_{3p}^{44} + V_{3p}^{24} \]
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\[ E^{V7-29}_b = E^{On-site}_{b,\text{Thc}} + E^{On-site}_{b,\text{Sh1}} + V^{22}_{3p} + V^{25}_{3p} + V^{55}_{3p} \]

\[ E^{V7-31}_b = E^{On-site}_{b,\text{Thl}} + E^{On-site}_{b,\text{Sh2}} + V^{34}_{2p} + V^{33}_{3p} + V^{34}_{3p} + V^{44}_{3p} \]

\[ E^{V7-32}_b = E^{On-site}_{b,\text{Thl}} + E^{On-site}_{b,\text{Sh1}} + 2V^{35}_{2p} + V^{33}_{3p} + V^{55}_{3p} \]
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V7-33
\[ E_b^{V7-33} = 2E_{b,\text{On-site}} + E_{b,\text{Thc}} + 2V_{1p}^{11} + 2V_{3p}^{11} + V_{3p}^{22} + V_{1p}^{12} + 2V_{2p}^{12} + 2V_{1t}^{11} + 2V_{2t}^{12} + 2V_{3t}^{12} \]

V7-34
\[ E_b^{V7-34} = 2E_{b,\text{Thc}} + E_{b,\text{Sh2}} + 2V_{1p}^{22} + 2V_{3p}^{22} + V_{3p}^{33} + V_{1p}^{23} + 2V_{2p}^{23} + 2V_{1t}^{22} + 2V_{2t}^{22} + 2V_{3t}^{22} \]

V7-35
\[ E_b^{V7-35} = 2E_{b,\text{Thl}} + E_{b,\text{Sh2}} + 2V_{1p}^{33} + 2V_{3p}^{33} + V_{3p}^{44} + 2V_{1t}^{33} + V_{2t}^{33} + 2V_{3t}^{33} \]

V7-36
\[ E_b^{V7-36} = 2E_{b,\text{Sh2}} + E_{b,\text{Thu}} + 2V_{1p}^{44} + 2V_{3p}^{44} + V_{3p}^{11} + V_{1p}^{14} + 2V_{2p}^{14} + 2V_{1t}^{44} + 2V_{2t}^{44} + 2V_{3t}^{44} \]
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\[ E_{V7-37}^{V7-37} = 2E_{b,Sh1}^{\text{On-site}} + E_{b,Thu}^{\text{On-site}} + 2V_{1p}^{55} + V_{3p}^{11} + 2V_{3p}^{55} + 2V_{2p}^{15} + 2V_{3p}^{15} + 2V_{1t}^{555} + V_{2t}^{155} + 2V_{3t}^{155} \]

\[ E_{b,Thu}^{V7-38} = E_{b,Thu}^{\text{On-site}} + E_{b,Thu}^{\text{On-site}} + E_{b,Thu}^{\text{On-site}} + V_{3p}^{11} + V_{3p}^{22} + V_{3p}^{44} + 2V_{2p}^{12} + 2V_{2p}^{14} + V_{3p}^{24} + V_{3p}^{24} \]

\[ E_{b,Thu}^{V7-39} = E_{b,Thu}^{\text{On-site}} + E_{b,Thu}^{\text{On-site}} + E_{b,Thu}^{\text{On-site}} + V_{1p}^{12} + 2V_{1p}^{14} + V_{3p}^{24} + 2V_{3t}^{124} \]

\[ E_{b,Thu}^{V7-40} = 2E_{b,Thu}^{\text{On-site}} + 2E_{b,Thu}^{\text{On-site}} + V_{3p}^{11} + 2V_{1p}^{22} + 2V_{1p}^{22} + V_{1p}^{12} + 2V_{2p}^{12} + 2V_{1t}^{222} + 2V_{2t}^{122} + 2V_{3t}^{122} \]
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V7-41
\[ E_b^{V7-41} = E_{b,\text{The}}^{\text{On-site}} + 2E_{b,\text{Thu}}^{\text{On-site}} + V_{3p}^{22} + 2V_{1p}^{33} + 2V_{3p}^{33} + 2V_{1p}^{23} + 2V_{2p}^{23} + 2V_{3p}^{33} + 2V_{2t}^{233} + 2V_{3t}^{233} \]

V7-42
\[ E_b^{V7-42} = E_{b,\text{Thu}}^{\text{On-site}} + E_{b,\text{The}}^{\text{On-site}} + E_{b,\text{Sh2}}^{\text{On-site}} + V_{3p}^{11} + V_{3p}^{22} + V_{3p}^{44} + V_{1p}^{12} + V_{1p}^{14} + V_{3p}^{24} + V_{3p}^{24} + V_{1t}^{124} \]

V7-43
\[ E_b^{V7-43} = E_{b,\text{Thu}}^{\text{On-site}} + E_{b,\text{The}}^{\text{On-site}} + E_{b,\text{Thl}}^{\text{On-site}} + V_{3p}^{11} + V_{3p}^{22} + V_{3p}^{33} + V_{1p}^{12} + V_{3p}^{13} + V_{3p}^{13} + V_{3p}^{23} + V_{1t}^{123} \]

V7-44
\[ E_b^{V7-44} = E_{b,\text{Thu}}^{\text{On-site}} + E_{b,\text{The}}^{\text{On-site}} + 2E_{b,\text{Sh2}}^{\text{On-site}} + V_{3p}^{11} + V_{1p}^{22} + 2V_{3p}^{44} + 2V_{1p}^{14} + 2V_{2p}^{12} + 2V_{1p}^{24} + 2V_{3p}^{24} + 2V_{1t}^{44} + 2V_{2t}^{44} + 2V_{3t}^{144} + 2V_{3t}^{124} \]
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\[ V_{7-45} \]

\[ E_{b}^{V_{7-45}} = E_{b,Thu}^{\text{On-site}} + E_{b,Thc}^{\text{On-site}} + E_{b,Sh1}^{\text{On-site}} + E_{b,Sh2}^{\text{On-site}} \]

\[ + V_{3p}^{11} + V_{3p}^{22} + V_{3p}^{33} + V_{3p}^{44} + 2V_{3p}^{12} + 2V_{3p}^{14} \]

\[ + V_{1p}^{13} + V_{3p}^{13} + 2V_{3p}^{23} + V_{3p}^{24} + V_{3p}^{34} + V_{3p}^{134} \]

\[ + V_{3p}^{34} + V_{3p}^{134} + \]

\[ E_{b,Thc}^{\text{On-site}} + E_{b,Sh2}^{\text{On-site}} \]

\[ V_{7-46} \]

\[ E_{b}^{V_{7-46}} = 2E_{b,Thu}^{\text{On-site}} + 2E_{b,Thc}^{\text{On-site}} + 2E_{b,Sh2}^{\text{On-site}} + 2V_{1p}^{11} \]

\[ + 2V_{3p}^{12} + 2V_{3p}^{14} + 2V_{3p}^{24} + V_{3p}^{34} + \]

\[ + V_{3p}^{44} + V_{1p}^{11} + V_{1p}^{12} + V_{1p}^{14} + V_{1p}^{24} + V_{1p}^{34} + \]

\[ + V_{1p}^{44} + V_{1p}^{112} + V_{1p}^{114} + V_{1p}^{122} + V_{1p}^{124} + V_{1p}^{144} + \]

\[ + V_{3t}^{124} + V_{3t}^{124} + \]

\[ 179 \]
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\[ V7-49 \]
\[ E_{b}^{V7-49} = E_{b,\text{Thl}}^{\text{On-site}} \]

\[ V7-50 \]
\[ E_{b}^{V7-50} = E_{b,\text{Sh2}}^{\text{On-site}} \]

\[ V7-51 \]
\[ E_{b}^{V7-51} = E_{b,\text{Sh1}}^{\text{On-site}} \]

\[ V7-52 \]
\[ E_{b}^{V7-52} = E_{b,\text{Thu}}^{\text{On-site}} + V_{1p}^{11} + V_{3p}^{11} \]
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**V7-53**

$$E_{b}^{V7-53} = E_{b,\text{Thc}}^{\text{On-site}} + V_{1p}^{22} + V_{3p}^{22}$$

**V7-54**

$$E_{b}^{V7-54} = E_{b,\text{Thl}}^{\text{On-site}} + V_{1p}^{33} + V_{3p}^{33}$$

**V7-55**

$$E_{b}^{V7-55} = E_{b,\text{Sh2}}^{\text{On-site}} + V_{1p}^{44} + V_{3p}^{44}$$

**V7-56**

$$E_{b}^{V7-56} = E_{b,\text{Sh1}}^{\text{On-site}} + V_{1p}^{55} + V_{3p}^{55}$$
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V7-57
\[ E_b^{V7-57} = E_{b,Thu}^{\text{On-site}} + E_{b,Thc}^{\text{On-site}} + V_{1p}^{12} \]

V7-58
\[ E_b^{V7-58} = E_{b,Thu}^{\text{On-site}} + E_{b,Thc}^{\text{On-site}} + E_{b,Sh1}^{\text{On-site}} + V_{1p}^{12} + V_{2p}^{15} + V_{1p}^{13} + V_{3p}^{15} + V_{3p}^{22} + V_{3p}^{25} + V_{3p}^{55} + V_{3p}^{125} \]

V7-59
\[ E_b^{V7-59} = E_{b,Thu}^{\text{On-site}} + E_{b,Thc}^{\text{On-site}} + E_{b,Sh1}^{\text{On-site}} + V_{2p}^{15} + V_{3p}^{11} + V_{3p}^{13} + V_{3p}^{15} + 2V_{3p}^{15} + V_{3p}^{33} + V_{3p}^{55} + V_{3t}^{135} \]

V7-60
\[ E_b^{V7-60} = E_{b,Thu}^{\text{On-site}} + E_{b,Thl}^{\text{On-site}} + E_{b,Sh2}^{\text{On-site}} + V_{1p}^{14} + 2V_{3p}^{12} + V_{3p}^{11} + V_{3p}^{22} + V_{3p}^{24} + V_{3p}^{44} + 2V_{3t}^{124} \]
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V7-61

\[ E_{b}^{V7-61} = 2E_{b,\text{Thu}}^{\text{On-site}} + E_{b,\text{Sh2}}^{\text{On-site}} + 2V_{1p}^{11} + V_{1p}^{14} + 2V_{2p}^{14} + 2V_{3p}^{11} + V_{3p}^{44} + 2V_{1t}^{11} + 2V_{2t}^{114} + 2V_{3t}^{114} \]

V7-62

\[ E_{b}^{V7-62} = E_{b,\text{Thc}}^{\text{On-site}} + E_{b,\text{Thl}}^{\text{On-site}} + E_{b,\text{Sh1}}^{\text{On-site}} + V_{1p}^{23} + V_{3p}^{22} + 2V_{2p}^{35} + V_{3p}^{33} + V_{3p}^{55} + 2V_{3t}^{235} \]

V7-63

\[ E_{b}^{V7-63} = E_{b,\text{Thu}}^{\text{On-site}} + E_{b,\text{Thc}}^{\text{On-site}} + E_{b,\text{Thl}}^{\text{On-site}} + V_{1p}^{12} + V_{3p}^{11} + V_{3p}^{13} + 2V_{2p}^{23} + V_{2p}^{22} + V_{3p}^{33} + 2V_{3t}^{423} \]

V7-64

\[ E_{b}^{V7-64} = E_{b,\text{Thu}}^{\text{On-site}} + E_{b,\text{Thc}}^{\text{On-site}} + E_{b,\text{Thl}}^{\text{On-site}} + 2V_{2p}^{12} + V_{3p}^{11} + V_{3p}^{13} + V_{3p}^{23} + V_{3p}^{22} + V_{3p}^{33} + 2V_{3t}^{123} \]
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**V7-65**

\[ E_{b}^{V7-65} = E_{b,Thu}^{\text{On-site}} + E_{b,Thc}^{\text{On-site}} + E_{b,Sh2}^{\text{On-site}} + V_{1p}^{23} + V_{3p}^{22} + V_{3p}^{24} + V_{3p}^{34} + V_{3p}^{33} + V_{3p}^{34} + V_{3p}^{44} + V_{3p}^{234} \]

**V7-66**

\[ E_{b}^{V7-66} = E_{b,Thu}^{\text{On-site}} + E_{b,Thc}^{\text{On-site}} + E_{b,Sh2}^{\text{On-site}} + V_{1p}^{14} + V_{3p}^{11} + V_{3p}^{13} + V_{3p}^{13} + V_{3p}^{34} + V_{3p}^{33} + V_{3p}^{34} + V_{3p}^{44} + V_{3p}^{134} \]

**V7-67**

\[ E_{b}^{V7-67} = E_{b,Thu}^{\text{On-site}} + E_{b,Thc}^{\text{On-site}} + E_{b,Sh1}^{\text{On-site}} + E_{b,Sh1}^{\text{On-site}} + V_{1p}^{12} + V_{3p}^{15} + V_{3p}^{11} + V_{3p}^{13} + V_{3p}^{13} + V_{3p}^{34} + V_{3p}^{33} + V_{3p}^{34} + V_{3p}^{44} + V_{3p}^{235} + V_{3p}^{135} + V_{3p}^{33} + V_{3p}^{33} + V_{3p}^{235} \]

**V7-68**

\[ E_{b}^{V7-68} = E_{b,Thu}^{\text{On-site}} + E_{b,Thc}^{\text{On-site}} + 2E_{b,Sh1}^{\text{On-site}} + V_{1p}^{12} + V_{3p}^{13} + V_{3p}^{13} + V_{3p}^{23} + V_{3p}^{23} + V_{3p}^{23} + V_{1p}^{33} + V_{3p}^{33} + V_{3p}^{123} + V_{3p}^{23} + V_{3p}^{23} + V_{3p}^{33} + V_{3p}^{33} + V_{3p}^{33} \]
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\( V^{7-69} \)

\[ E^{V7-69}_{b} = E_{b,Thu}^{On-site} + E_{b,Thu}^{On-site} + E_{b,Thu}^{On-site} + E_{b,Sh2}^{On-site} + V_{1p}^{12} + 2V_{2p}^{14} + V_{3p}^{11} + V_{3p}^{13} + V_{3p}^{13} + V_{1p}^{23} + V_{3p}^{22} + V_{3p}^{24} + V_{3p}^{34} + V_{3p}^{33} + V_{3p}^{34} + V_{3p}^{44} + V_{1t}^{12} + 2V_{3t}^{12} + V_{3t}^{13} + V_{3t}^{23} \]

\( V^{7-70} \)

\[ E^{V7-70}_{b} = E_{b,Thu}^{On-site} + E_{b,Thu}^{On-site} + 2E_{b,Sh1}^{On-site} + V_{1p}^{12} + 2V_{2p}^{15} + V_{3p}^{11} + V_{1p}^{15} + V_{2p}^{22} + V_{3p}^{25} + V_{3p}^{33} + 2V_{3p}^{55} + V_{3p}^{55} + V_{3p}^{55} + V_{3p}^{12} + 2V_{3t}^{2} + V_{3t}^{3} + V_{3t}^{3} \]

\( V^{7-71} \)

\[ E^{V7-71}_{b} = E_{b,Thu}^{On-site} + 2E_{b,Thu}^{On-site} + E_{b,Sh1}^{On-site} + V_{1p}^{12} + 2V_{2p}^{12} + V_{2p}^{15} + V_{3p}^{11} + V_{3p}^{22} + V_{3p}^{22} + V_{3p}^{33} + V_{3p}^{55} + 2V_{2t}^{12} + 2V_{3t}^{12} + V_{3t}^{12} + V_{3t}^{3} + 2V_{1t}^{22} \]

\( V^{7-72} \)

\[ E^{V7-72}_{b} = 2E_{b,Thu}^{On-site} + E_{b,Thu}^{On-site} + E_{b,Sh1}^{On-site} + 2V_{1p}^{11} + V_{1p}^{12} + V_{2p}^{15} + 2V_{2p}^{11} + 2V_{3p}^{15} + V_{3p}^{22} + V_{3p}^{25} + 2V_{3p}^{11} + 2V_{2t}^{12} + V_{3t}^{12} + V_{3t}^{15} + V_{3t}^{12} + V_{3t}^{3} + V_{3t}^{125} + V_{3t}^{3} + V_{3t}^{125} + V_{3t}^{3} \]
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\[ E_{b}^{V7-73} = 2E_{b,\text{On-site}} + E_{b,\text{Thc}} + E_{b,\text{Thl}} + 2V_{1p}^{22} \]
\[ + V_{1p}^{23} + 2V_{2p}^{23} + 2V_{3p}^{22} + V_{3p}^{25} + 2V_{3p}^{35} \]
\[ + V_{3p}^{33} + V_{3p}^{55} + 2V_{1t}^{222} + 2V_{2t}^{223} + 2V_{3t}^{223} \]
\[ + 2V_{3t}^{235} \]

\[ E_{b}^{V7-74} = E_{b,\text{On-site}} + 2E_{b,\text{Thc}} + E_{b,\text{Thl}} + V_{1p}^{12} \]
\[ + 2V_{2p}^{12} + V_{3p}^{11} + V_{3p}^{13} + 2V_{3p}^{12} \]
\[ + V_{3p}^{22} + 2V_{2t}^{122} + 2V_{3t}^{122} + 2V_{3t}^{123} \]
\[ + 2V_{3t}^{223} + 2V_{1t}^{222} + 2V_{2t}^{223} + 2V_{3t}^{223} \]

\[ E_{b}^{V7-75} = E_{b,\text{On-site}} + E_{b,\text{Thc}} + 2E_{b,\text{Sh2}} + V_{1p}^{12} \]
\[ + V_{1p}^{14} + 2V_{2p}^{14} + V_{3p}^{11} + V_{3p}^{12} + V_{3p}^{24} + 2V_{3p}^{24} \]
\[ + 2V_{1p}^{24} + 2V_{3p}^{44} + V_{1t}^{124} + 2V_{2t}^{144} + 2V_{3t}^{144} \]
\[ + 2V_{3t}^{144} + 2V_{1t}^{444} \]

\[ E_{b}^{V7-76} = E_{b,\text{Thc}} + E_{b,\text{Sh1}} \]
\[ + 2V_{3p}^{15} \]
Appendix F. Computed Ordered Configurations for O-Pd(117)

\[ \text{V7-77} \]
\[ E_{b}^{V7-77} = E_{b,\text{On-site}}^{\text{On-site}} + E_{b,\text{On-site}}^{\text{On-site}} + 2V_{3p}^{34} \]

\[ \text{V7-78} \]
\[ E_{b}^{V7-78} = E_{b,\text{On-site}}^{\text{On-site}} + E_{b,\text{Shh}_2}^{\text{On-site}} + 2V_{3p}^{45} \]

\[ \text{V7-79} \]
\[ E_{b}^{V7-79} = E_{b,\text{On-site}}^{\text{On-site}} + E_{b,\text{Shh}_1}^{\text{On-site}} + E_{b,\text{Shh}_2}^{\text{On-site}} + V_{2p}^{14} + V_{2p}^{15} + 2V_{3p}^{45} + V_{3t}^{45} \]

\[ \text{V7-80} \]
\[ E_{b}^{V7-80} = E_{b,\text{On-site}}^{\text{On-site}} + E_{b,\text{Shh}_1}^{\text{On-site}} + E_{b,\text{Shh}_2}^{\text{On-site}} + V_{2p}^{34} + V_{2p}^{35} + 2V_{3p}^{45} + V_{3t}^{345} \]
Appendix F. Computed Ordered Configurations for O-Pd(117)

**V7-81**
\[ E_{b}^{V7-81} = 2E_{b,Thu}^{\text{On-site}} + E_{b,Thu}^{\text{On-site}} + V_{1p}^{11} + V_{1p}^{12} + V_{2p}^{12} + V_{3p}^{11} + V_{2t}^{11} \]

**V7-82**
\[ E_{b}^{V7-82} = E_{b,Thu}^{\text{On-site}} + 2E_{b,Thu}^{\text{On-site}} + V_{1p}^{12} + V_{1p}^{22} + V_{2p}^{12} + V_{3p}^{22} + V_{2t}^{122} \]

**V7-83**
\[ E_{b}^{V7-83} = 2E_{b,Thu}^{\text{On-site}} + E_{b,Thu}^{\text{On-site}} + V_{1p}^{11} + 2V_{2p}^{12} + V_{3p}^{11} + 2V_{3t}^{112} \]

**V7-84**
\[ E_{b}^{V7-84} = E_{b,Thu}^{\text{On-site}} + 2E_{b,Thu}^{\text{On-site}} + V_{1p}^{22} + 2V_{2p}^{12} + V_{3p}^{22} + 2V_{3t}^{122} \]
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\[ V_{\text{7-85}} \]
\[ E_{b}^{V_{7-85}} = 2E_{b,\text{Thc}}^{\text{On-site}} + E_{b,\text{Thl}}^{\text{On-site}} + V_{1p}^{22} + V_{1p}^{23} + V_{2p}^{23} + V_{3p}^{22} + V_{3p}^{23} \]

\[ V_{\text{7-86}} \]
\[ E_{b}^{V_{7-86}} = E_{b,\text{Thc}}^{\text{On-site}} + 2E_{b,\text{Thl}}^{\text{On-site}} + V_{1p}^{23} + V_{2p}^{23} + V_{1p}^{33} + V_{3p}^{33} + V_{3p}^{23} + V_{2t}^{233} \]

\[ V_{\text{7-87}} \]
\[ E_{b}^{V_{7-87}} = 2E_{b,\text{Thc}}^{\text{On-site}} + E_{b,\text{Thl}}^{\text{On-site}} + V_{1p}^{22} + 2V_{2p}^{23} + V_{2p}^{22} + 2V_{3p}^{223} \]

\[ V_{\text{7-88}} \]
\[ E_{b}^{V_{7-88}} = E_{b,\text{Thc}}^{\text{On-site}} + 2E_{b,\text{Thl}}^{\text{On-site}} + 2V_{2p}^{23} + V_{1p}^{33} + V_{3p}^{33} + 2V_{3p}^{233} \]
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\[ E_b^{V7-89} = 2E_{b,\text{Thl}}^{\text{On-site}} + E_{b,\text{Sh2}}^{\text{On-site}} + V_{1p}^{33} + 2V_{2p}^{34} + V_{3p}^{33} + V_{2t}^{34} \]

\[ E_b^{V7-90} = E_{b,\text{Thl}}^{\text{On-site}} + 2E_{b,\text{Sh2}}^{\text{On-site}} + 2V_{2p}^{34} + V_{1p}^{44} + V_{2p}^{44} + V_{3p}^{34} + V_{2t}^{34} \]

\[ E_b^{V7-91} = 2E_{b,\text{Thl}}^{\text{On-site}} + E_{b,\text{Sh2}}^{\text{On-site}} + V_{1p}^{33} + V_{2p}^{34} + V_{3p}^{33} + 2V_{3p}^{34} + V_{3t}^{34} \]

\[ E_b^{V7-92} = E_{b,\text{Thl}}^{\text{On-site}} + 2E_{b,\text{Sh2}}^{\text{On-site}} + V_{2p}^{34} + 2V_{3p}^{34} + V_{1p}^{44} + V_{3p}^{44} + V_{3t}^{34} \]
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V7-93
\[ E_{b}^{V7-93} = 2E_{b,\text{Thl}}^{\text{On-site}} + E_{b,\text{Sh1}}^{\text{On-site}} + V_{1p}^{33} + 2V_{2p}^{35} + V_{3p}^{33} + 2V_{3t}^{35} \]

2601

V7-94
\[ E_{b}^{V7-94} = E_{b,\text{Thl}}^{\text{On-site}} + 2E_{b,\text{Sh1}}^{\text{On-site}} + 2V_{2p}^{35} + V_{1p}^{55} + V_{3p}^{55} + 2V_{3t}^{35} \]

2714

V7-95
\[ E_{b}^{V7-95} = 2E_{b,\text{Thu}}^{\text{On-site}} + E_{b,\text{Sh2}}^{\text{On-site}} + V_{1p}^{11} + V_{1p}^{14} + V_{2p}^{14} + V_{3p}^{11} + V_{3t}^{335} \]

3367

V7-96
\[ E_{b}^{V7-96} = E_{b,\text{Thu}}^{\text{On-site}} + 2E_{b,\text{Sh2}}^{\text{On-site}} + V_{1p}^{14} + V_{2p}^{14} + V_{1p}^{44} + V_{3p}^{44} + V_{2t}^{144} \]

3325
Appendix F. Computed Ordered Configurations for O-Pd(117)

**V7-97**

\[
E_b^{V7-96} = 2E_{b,Thu}^{\text{On-site}} + E_{b,Sh2}^{\text{On-site}} + V'_{1p} + 2V'_{2p} + V'_{3p} + 2V'_{3t}
\]

**V7-98**

\[
E_b^{V7-98} = E_{b,Thu}^{\text{On-site}} + 2E_{b,Sh2}^{\text{On-site}} + 2V'_{1p} + V'_{2p} + V'_{3p} + 2V'_{3t}
\]

**V7-99**

\[
E_b^{V7-99} = 2E_{b,Thu}^{\text{On-site}} + E_{b,Sh1}^{\text{On-site}} + V'_{1p} + 2V'_{2p} + V'_{3p} + V'_{3t}
\]

**V7-100**

\[
E_b^{V7-100} = E_{b,Thu}^{\text{On-site}} + 2E_{b,Sh1}^{\text{On-site}} + 2V'_{1p} + 2V'_{2p} + V'_{3p} + V'_{3t}
\]
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$E^{V7-101}_b = 2E_{b,Thu}^{\text{On-site}} + E_{b,Sh1}^{\text{On-site}} + 2V_{1p}^{11} + V_{2p}^{15} + 2V_{3t}^{11} + V_{3p}^{15} + V_{3t}^{15} + V_{3p}^{115} + V_{3t}^{115}$

$E^{V7-102}_b = E_{b,Thu}^{\text{On-site}} + E_{b,Sh1}^{\text{On-site}} + 2V_{1p}^{15} + V_{2p}^{55} + V_{1p}^{55} + 2V_{3t}^{3p} + 2V_{3p}^{15} + V_{3t}^{155}$

$E^{V7-103}_b = E_{b,Thu}^{\text{On-site}} + E_{b,Thu}^{\text{On-site}} + E_{b,Sh2}^{\text{On-site}} + E_{b,Sh1}^{\text{On-site}} + 2V_{2p}^{14} + V_{2p}^{15} + V_{3p}^{13} + V_{2p}^{13} + V_{3p}^{34} + V_{2p}^{35} + V_{3t}^{345} + V_{3t}^{134} + V_{3t}^{135} + V_{3t}^{145} + V_{3t}^{345}$

$E^{V7-104}_b = 2E_{b,Thu}^{\text{On-site}} + E_{b,Sh2}^{\text{On-site}} + E_{b,Sh1}^{\text{On-site}} + V_{1p}^{33} + 2V_{2p}^{34} + 2V_{3p}^{35} + V_{2p}^{33} + 2V_{3t}^{45} + V_{3p}^{34} + 2V_{3p}^{34} + V_{3p}^{34} + 2V_{3t}^{34} + 2V_{3t}^{34}$
Appendix F. Computed Ordered Configurations for O-Pd(117)

\[ E_b^{V7-105} = E_{b,\text{on-site}} + E_{b,\text{on-site}} + 2E_{b,\text{on-site}} \]
\[ + V_{1p}^{23} + 2V_{2p}^{35} + V_{1p}^{55} + V_{3p}^{55} \]
\[ + 2V_{3t}^{235} + 2V_{3t}^{355} \]
Bibliography


[94] An alternative formulation equally found in the literature would be to let all sums run independently over the lattice sites, necessarily implying a multiple counting of site contributions. Pair interactions would then e.g. be double counted, which needs to be taken into account, when comparing interaction values quoted within this formulation to values quoted within the single-counting formulation employed here.


[128] The consistency between the number published in [43] and our numbers were conferred for several ordered adlayers, so that we correspondingly use the value for the \((\sqrt{5} \times \sqrt{5})R27^o\) binding energy published in [43] to construct the phase diagram.
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