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Abstract. Photoexcitation of the Mott insulator 1T-TaS$_2$ by an intense laser pulse leads to an ultrafast transition toward a gapless phase. Besides the collapse of the electronic gap, the sudden excitation of the charge density wave (CDW) mode results in periodic oscillations of the electronic states. We employ time resolved photoelectron spectroscopy to monitor the rich dynamics of electrons and phonons during the relaxation toward equilibrium. The qualitative difference between the oscillatory dynamics of the CDW and the monotonic recovery of the electronic gap proves that 1T-TaS$_2$ is indeed a Mott insulator. Moreover the quasi-instantaneous build-up of mid gap states is in contrast with the retarded response expected from a Peierls insulating phase. Interestingly, the photoinduced electronic states in the midgap spectral region display a weak resonance that is reminiscent of a quasiparticle peak.
1. Introduction

During the early development of solid state theory, most materials were classified as metals or insulators from the filling of their electronic band structure. However, several oxides that were expected to be metallic did not fulfill this theoretical prediction. In 1937 Mott and Peierls [1] proposed that compounds with a half filled conduction band can be electrical insulators if the Coulomb repulsion between electrons is large enough to drive a localization of the charge carriers. Since then, many experimental and theoretical efforts have contributed to the understanding of the transition to the Mott insulating (MI) phase [2, 3].

Although the localization of electrons in a Mott phase is purely driven by electron–electron (e–e) interaction, a realistic description of highly correlated materials should also account for the coupling of electrons to the nuclear lattice. Indeed, the electron–phonon (e–ph) coupling may induce a charge ordering that competes or coexists with the Mott insulator. For this reason, several MI compounds display an insulator–metal transition at the critical temperature of a lattice instability [2]. If the e–ph coupling originates from few lattice modes, the lattice instability takes place via phonon softening [4]. The resulting distortion of the nuclear structure comes along with a modulation of the charge density referred to as the charge density wave (CDW). The CDW favors a MI instability when the lattice distortion reduces the bandwidth and preserves an odd filling of the conducting band. This case has been proposed to explain the metal–insulator transition of 1T-TaS$_2$ [5] and at the surface of 1T-TaSe$_2$ [6, 7]. According to this scenario, a lattice instability increases the CDW amplitude, leading to a reduction of the electronic bandwidth below the critical value for a Mott transition. Following experiments proved that photoemission spectra of 1T-TaSe$_2$ are consistent with the Hubbard model for suitable choice of the Coulomb repulsion $U$ and the electronic bandwidth $W$ [6]. In the language of the Hubbard model—see the phase diagram, figure 1—we identify the MI phase and metallic phase of 1T-TaS$_2$ with $U = 1.4W$ and $U < 1.2W$, respectively.

Despite the success of the Hubbard model to describe the Mott transition in this compound, a complete understanding of the interplay between the CDW and the MI phase requires effects due to e–e correlations and e–ph coupling to be distinguished. This is possible only for out of equilibrium conditions, namely by monitoring the response of the correlated material to an...
Figure 1. Phase diagram of the half filled Hubbard model as a function of the electronic temperature $T_e$. The bottom axis plots the Coulomb repulsion $U = 0.5$ eV divided by the electronic bandwidth $W$. A smooth crossover connects the metallic phase with the insulating phase at high electronic temperature. When $T_e$ is equal to the lattice temperature $T_l$ (equilibrium conditions), the metal–insulator transition of 1T-TaS$_2$ (red dashed line) is due to an abrupt reduction of the electronic bandwidth at $T_l = T_e = 150$ K. Photoexcitation by an optical pump pulse induces a large increase of $T_e$ without significant changes of $T_l$ and $W$. The cooling of hot electrons displays different dynamics if the system is originally in the metallic phase (yellow arrow) or in the MI phase (yellow-green arrow).

ultrafast optical perturbation. As shown in figure 2, the scattering processes due to e–e and e–ph interactions take place on quite different timescales. It follows that laser pulses with duration of 10–100 fs have a bandwidth small enough to investigate the electronic states in the ‘energy domain’, while monitoring the coupling of these states to the lattice in the ‘time domain’. Moreover, the ‘incoherent’ emission and ‘coherent’ excitation of phonons follow two distinct temporal evolutions. For example, the monotonic transfer of electronic energy to the lattice [8] is qualitatively different from the periodic oscillation of impulsively excited phonon modes [9]. For this reason, optical pump–probe spectroscopy is often employed to investigate photoinduced transitions in correlated materials [10]–[14]. The combination of ultrafast laser sources with angular resolved photoelectron spectroscopy (ARPES) is especially powerful since time-resolved ARPES directly monitors the temporal evolution of electronic states. Thereby, an intense pulse in the infrared spectral range promotes the system into a highly excited state, whereas an ultraviolet probe pulse emits photoelectrons after a variable time delay [15]–[17].

Time-resolved ARPES has been recently exploited to investigate the coexisting CDW and MI phases in 1T-TaS$_2$ [18]. The results can be summarized as follows: upon absorption of the pump pulse the electronic temperature $T_e$ increases abruptly while the lattice temperature $T_l$ and the electronic bandwidth are almost unchanged. This process initiates a photoinduced crossover from the Mott insulator to a gapless phase. Besides, the electronic states display periodic modulations of the binding energy due to the ultrafast excitation of the CDW amplitude mode.

In this paper, we show that photoexcited electrons display qualitatively different dynamics depending whether 1T-TaS$_2$ is originally in the metallic or MI phase. In the metallic phase,
the electronic temperature follows a single exponential decay of 140 fs (yellow arrow in figure 1) and is approximately described by the two temperature model. The spectral weight near to the Fermi level shows weak oscillations due to the coherent displacement of the CDW amplitude mode. This coherent phonon decays by electron–hole pair formation with a damping time comparable to the oscillation period. Below the transition temperature $T_{\text{t}} = T_{\text{c}} < 150$ K, the 1T-TaS$_2$ is a Mott insulator. The density of the states vanishes at the Fermi level, while the missing spectral weight is transferred to the lower and upper Hubbard bands (LHB and UHB). Upon photoexcitation of the MI phase, the electronic gap is filled by electronic states with a peak near to the chemical potential. Such midgap resonance is typical of a Fermi liquid and suggests the presence of quasi-particle states. The relaxation of the photoexcited insulator displays anomalous dynamics. Hot electrons dissipate energy with a faster and slower timescale of 200 and 680 fs, respectively (yellow-green arrow in figure 1). Moreover, the oscillation of the CDW mode has a damping time one order of magnitude longer than in the metallic phase.

2. Material and methods

2.1. Experimental set-up

Time-resolved ARPES combines femtosecond laser system with the photoemission technique [16]: a regenerative Ti:sapphire amplifier provides pulses with center photon energy of 1.5 eV ($\approx 830$ nm), duration of 50 fs and repetition rate of 200 KHz. Part of the amplifier output is frequency doubled in a $\beta$-BaB$_2$O$_4$ (BBO) crystal and compressed by prisms. The resulting 3 eV beam is focused on a second BBO crystal in order to generate 6 eV pulses. After traveling through a second prism compressor, these ultraviolet pulses have durations of 80 fs. Both the 1.5 and 6 eV beams are focused on the sample almost collinearly, with focal diameter of 200 and 80 $\mu$m, respectively. If not explicitly stated, the data refer to an absorbed pump fluence of $\phi = 135$ $\mu$J cm$^{-2}$. A delay stage varies the optical path of the 6 eV probe pulse with respect
to the 1.5 eV pump pulse. Both beams propagate with an incident angle of 45° with respect to the surface normal and are p-polarized with respect to the plane of incidence.

Single crystals of 1T-TaS$_2$ were grown from high purity tantalum wire and vacuum resublimated sulfur by the iodine transport method [19]. The samples were mounted on a cryogenic manipulator and were cleaved in situ at a base pressure of 10$^{-11}$ mbar. Photoelectrons emitted along the surface normal were detected by a time of flight (TOF) spectrometer with energy resolution of 10 meV and acceptance angle of ±3.5°. In order to avoid space charging artifacts, the intensity of the 6 eV beam has been reduced until any distortion of the photoelectron spectra is below the energy resolution of the electron spectrometer. Multiphoton photoemission from the 1.5 eV beam is 100 times weaker than the direct photoemission process. We eliminate this small background by collecting a spectrum with the pump beam alone and subtracting it from the pump–probe spectra. The cross correlation between probe and pump pulse (FWHM of 125 fs) is obtained by detecting photoelectrons with kinetic energy of $\approx$ 1.5 eV as a function of the relative delay. These photoelectrons correspond to photohole excitations 1 eV above the Fermi level and have decay time faster than the duration of the laser pulses.

2.2. Structural and electronic properties of 1T-TaS$_2$

1T-TaS$_2$ is a transition metal dichalcogenide that consists of strongly bound S–Ta–S layers that are weakly coupled by interplane interaction. Such a layered structure determines a marked anisotropy in the electrical resistivity [20] and the mechanical properties of the material. X-ray scattering [21] and scanning tunneling microscopy (STM) [22] show that 1T-TaS$_2$ displays a pronounced lattice modulation already at room temperature. The strong coupling between valence electrons and phonons periodically distorts the lattice, modifying the spatial distribution of the charge density [4]. In real space, the local distortion leads to metallic clusters containing 13 Ta atoms each. As shown in figure 3(a), the CDW formation splits the occupied Ta d-like band into three different manifolds [23]–[25]. The uppermost subband is half filled and therefore susceptible to a Mott transition. Upon cooling below $T_i = 180$ K, the CDW wave locks into a $\sqrt{13} \times \sqrt{13}$ phase. At the same time, the resistivity increases by one order of magnitude [26] due to the collective localization of
the charge carriers. The ARPES spectra of figure 3(b) show that such a metal–insulator transition induces a large transfer of spectral weight from the Fermi level to the LHB and UHB [6, 18, 27]. A large transfer of spectral weight has been observed also by scanning tunneling spectroscopy (STS) [7, 22] and optical conductivity measurements [28, 29]. The latter technique indicates the opening of an electronic gap \( \Delta \simeq 0.1 \text{ eV} \). The metal–insulator transition can be reversed by increasing the temperature above 220 K [26], applying external pressure [30] or doping the compound with 0.5–1% of Ti atoms [5, 26].

The 1T-TaS\(_2\) is an ideal compound to perform time-resolved photoemission. Thanks to the layered crystal structure, this compound cleaves easily and displays good surface quality. The surface layer does not reconstruct and exhibits very similar properties to the bulk [31]. Moreover the quasi-two-dimensional character of the electronic states minimize the spectral broadening due to the finite photoelectron lifetime [32] and the ballistic transport of photoexcited electrons from the surface towards the bulk [16]. Since the work function of the surface is \( \Phi = 5.5 \text{ eV} \), the probe pulses with \( h\nu_{\text{th}} = 6 \text{ eV} \) generate photoholes up to the binding energy \( \epsilon = h\nu_{\text{th}} - \Phi = 0.5 \text{ eV} \). The small kinetic energy of the photoelectrons limits the wavevector to the maximum value \( k_\parallel < 0.36 \text{ Å}^{-1} \). This boundary condition does not constrain our experiment because we are interested in electronic states near the Fermi level and at the center of the Brillouin zone \( (k_\parallel \simeq 0) \).

### 2.3. Analysis of time-resolved photoelectron measurements

Several assumptions are necessary to connect the time-resolved photoemission spectra to the dynamics of electronic states. Here, we briefly discuss the main concepts in the framework of many-body theory. Any photoexcited state should be described in terms of a density matrix build out of many-particles states. The optical coherence is retained as long as the density matrix holds non vanishing off-diagonal elements [33]. Due to ultrafast scattering processes among the electrons, the optical coherence of the photoexcited state in highly correlated metals is lost within a few femtoseconds [34]. This process comes along with the build up of screening in the many-particle system. As shown by figure 2, we assume that e–e interactions respond faster than the duration of our pump and probe pulses. Therefore, we describe the electronic states in the energy domain (Lehmann representation of binding \( \epsilon \)) and the evolution of these states due to coupling with phonon modes in the time domain (as a function of the pump–probe delay \( \tau \)). Under these conditions, the temporal evolution of single particle excitations is given by the spectral function \( A(\epsilon, \tau) \) times the electronic distribution \( f(\epsilon, \tau) \).

A second and familiar assumption at the base of our analysis is the sudden approximation. According to the sudden limit, the primary photoelectrons do not suffer any scattering while escaping from the surfaces. Conversely, the secondary photoelectrons scatter strongly, leading to a structureless background in the energy spectrum. ARPES experiments performed with 6 eV on high temperature superconductors support the validity of the sudden approximation even at such low photon energies [35]. The primary photoelectrons with low kinetic energy do not have extrinsic losses. Furthermore, the background of secondary electrons is less pronounced at 6 eV than at deep ultraviolet photon energy (20–50 eV). In the case of 1T-TaS\(_2\), the spectra measured at 6 eV [18] and 21 eV [27] photon energy are very similar. Therefore, we assume that the photoelectron spectrum is proportional to the product \( A(\epsilon, \tau) \cdot f(\epsilon, \tau) \). In the following, we define \( A_M(\epsilon, \tau) \) and \( A_I(\epsilon, \tau) \) as the spectral function of the photoexcited system that is originally in the insulating and metallic phase, respectively.

3. Results and discussion

3.1. Dynamics of electrons after photoexcitation of the metal

We first discuss the electronic dynamics of 1T-TaS$_2$ in metallic phase at lattice temperature $T_l = 300$ K. The semilogarithmic plot of figure 4(a) displays the time-resolved ARPES spectrum acquired at pump–probe delay $\tau = 50$ fs. The absorption of an 1.5 eV pump pulse with fluence $\phi = 135$ $\mu$J cm$^{-2}$ induces optical transitions between electronic states, exciting about 0.1 electrons of the reconstructed unit cell. The e–e scattering changes the nascent distribution $f(\epsilon, \tau)$ as a function of time, resulting in a Fermi–Dirac distribution $f_{th}(\epsilon, T_e) = (e^{-(\epsilon - \mu)/k_BT_e} + 1)^{-1}$ after thermalization is completed [36]. The electronic temperature $T_e$ is much larger than the lattice temperature $T_l$. The temporal evolution of $T_e$ is well approximated also by a single exponential decay with time constant $\tau_c = 140$ fs.

Figure 4. (a) Photoelectron spectrum acquired in the metallic phase ($T_l = 300$ K) at pump–probe delay of 50, 150, 200, 300 and 400 fs (dots) and before the arrival of the pump pulse (black line). The Fermi–Dirac distribution calculated for $T_e = 1500$ K (dashed red line) is superimposed to the spectra. (b) Estimated deviation between the experimental distribution $f(\epsilon, \tau)$ and a Fermi–Dirac distribution $f_{th}(\epsilon, T_e)$ for $\tau = 50$ fs and $T_e = 1500$ K (dots). (c) Difference between electronic temperature and lattice temperature as extracted from the measured spectra (marks) and calculated from the two temperature model (line).
lattice temperature $T_l$ because of the different heat capacities of electrons and phonons. A time-dependent chemical potential $\mu(\tau)$ accounts for the varying density of electronic states in the range $|\epsilon| < 2k_b T_e$. Figure 4(a) displays the photoexcited spectrum at several pump–probe delays and a Fermi–Dirac distribution $f_{th}$ calculated for $T_e = 1500$ K and $\mu = -20$ meV. Notice that $f_{th}$ overlaps well with the tail of the photoelectron spectrum acquired for $\tau = 50$ fs. Indeed, only minor deviations between the experimental $f$ and the calculated $f_{th}$ take place in the proximity of the Fermi level. We estimate the ratio $f/f_{th}$ for $\tau = 50$ fs by: (i) dividing the equilibrium spectrum $A_M \cdot f_{th}$ by a Fermi–Dirac distribution with $T_e = T_l = 300$ K and $\mu = 0$ meV, (ii) extracting from the resulting curve the linear expansion $A_M(\epsilon) = c_0 + c_1 \epsilon + O(\epsilon)$, (iii) dividing the photoexcited spectrum $A_M \cdot f$ by $(c_0 + c_1 \epsilon) \cdot f_{th}$ with $T_e = 1500$ K and $\mu = -20$ meV. Figure 4(b) shows that $f/f_{th}$ at $50$ fs does not exceed 15%, indicating that electrons approach a thermalized distribution within a timescale comparable to the pump pulse duration. This assumption is correct as long as the pump fluence is $\phi > 100 \mu$J cm$^{-2}$. At lower excitation density, the longer e–e thermalization questions the definition of an effective $T_e(\tau)$ during cooling of photoexcited electrons.

The delay dependence of the photoelectron spectra in figure 4(a) reflects the temporal evolution of the experimental distribution $f(\tau)$. If we neglect the deviation $f/f_{th}$, we can estimate $T_e(\tau)$ by fitting $f_{th}$ to the spectra in the energy interval $-0.7$ eV $< \epsilon < -0.1$ eV. As shown by figure 4(c), the pump induced increase of electronic temperature decays exponentially with time constant $\tau_e = 140$ fs. Even though $T_e$ reaches $1500$ K, the large specific heat of the phonon bath [20] confines the increase of lattice temperature to below $60$ K. We neglect ballistic transport of energy from the surface to the bulk [16] because of the strong anisotropy of the layered chalcogenides [20]. In this case, the two temperature model [8] describes the temporal evolution of $T_e$ and $T_l$ via the coupled equations

$$\frac{dT_e}{d\tau} = -\frac{3\lambda \Omega^2}{\hbar \pi k_B} \frac{T_e - T_l}{T_e} + \frac{P}{C_e},$$

$$\frac{dT_l}{d\tau} = \frac{C_e}{C_l} \frac{3\lambda \Omega^2}{\hbar \pi k_B} \frac{T_e - T_l}{T_e},$$

where $C_e$ and $C_l$ are the electronic- and lattice-specific heat, respectively. The parameter $\lambda \Omega^2$ stands for the second moment of the Eliashberg coupling function while $P$ is the power delivered by the pump pulse. Within these notations, the dimensionless $\lambda$ is the average e–ph coupling, while $\Omega$ is the mean phonon energy. Figure 4(c) compares the solution of the two temperature model for $\lambda \Omega^2 = 350$ meV$^2$ with the experimental decay of $\Delta T_e = T_e - T_l$. The residual discrepancy is likely due to the approximation of the electronic-specific heat with a linear term of $T_e$.

Besides a tail of the non-equilibrium distribution, the photoelectron spectra show weak and time-dependent modulations of the intensity. These are largest near the Fermi level, where the CDW displacement more strongly modifies $A_M(\epsilon, \tau)$. Figure 5 displays the intensity map the photoemission intensity and the integrated spectral weight in the energy interval $0$ eV $< \epsilon < 0.1$ eV. The signal increases at $\tau = 0$, reaches its maximum for $\tau = 180$ fs and oscillates around a temporal evolving value. We ascribe such dynamics to the ultrafast excitation of the CDW amplitude mode [9]. In real space, this excitation results into the expansion of the Ta clusters toward the undistorted 1T-TaS$_2$ phase. As a consequence, the release of elastic energy to the electronic system leads to an increase of spectral weight at the Fermi level. Subsequently the
nuclear structure breathes until a damping force brings the system back to equilibrium. We describe the motion of the phonon coordinate $X$ by the equation

$$\frac{\partial^2 X}{\partial \tau^2} - \frac{\pi}{\tau_C} \frac{\partial X}{\partial \tau} + (2\pi \nu)^2 X = F(\tau),$$

where $F(\tau)$ is the driving force, $\nu$ is the phonon frequency and $\tau_C$ is the damping time. A calculation of the driving force would require the detailed knowledge of the photoexcitation process, band structure and e–ph coupling [37]. This computational effort is out of the scope of the present paper. Instead, the driving force $F(\tau)$ is modeled by the step function $\theta(\tau)$ times and exponential decay $e^{-\tau/\tau_F}$. Since $F$ originates from the photoinduced redistribution of electronic charge, the time constant $\tau_F$ and electron relaxation time $\tau_e$ are expected to be similar. We assume that the modulation of spectral weight is proportional to the convolution of $X(\tau)$ with the cross-correlation between the pump and probe pulse. As shown in figure 5, the result of this calculation reproduces the experimental data well for $\nu = 2.14$ THz, $\tau_C = 700$ fs and $\tau_F = 250$ fs. The central frequency $\nu = 2.14$ THz and short damping time are in agreement with stimulated Raman scattering [38] and transient reflectivity measurements [39]. We attribute the fast damping of the CDW excitation to the strong scattering of the amplitude mode with electron–hole pairs close to the Fermi level. This mechanism is relevant also in semimetals such as graphite and bismuth, leading to a damping time that depends on the density of the electron–hole excitations [40, 41]. A further reason for strong CDW damping may be the lack of CDW commensurability in the metallic phase of 1T-TaS$_2$. If the CDW distortion is incommensurate with the lattice, the frequency of the amplitude mode is not sharply defined, resulting in a faster dephasing of coherent oscillations in the time domain.

### 3.2. Dynamics and spectroscopy of the photoexcited insulator

In the following, we discuss the relaxation dynamics when the system is originally in the Mott phase ($T_l = 30$ K). Figure 6(a) displays the time-resolved photoelectron intensity using...
Figure 6. (a) Upper panel: intensity map of the photoelectron counts acquired in the insulating phase ($T_l = 30$ K). Lower panel: time-dependent shift of the spectra as a function of pump–probe delay (blue marks). The initial response due e–e interaction (red line) plus the coherent oscillations of the CDW mode provide an excellent fit (black line) to the measured shift. (b) Two spectra acquired on a maximum ($\tau = 1.4$ ps) and minimum ($\tau = 1.6$ ps) of one CDW oscillation period display a rigid shift with respect to each other.

a false colorscale. Notice that large oscillations of $A_H(\epsilon, \tau)$ endure many picoseconds. In analogy to the metallic phase, such modulations are due to the ultrafast excitation of the CDW amplitude mode. As shown by figure 6(b), the coherent phonon induces a rigid shift of the entire spectral function. Although bulk and surface properties are very similar [31], we track some difference in the temporal evolution of the electronic spectra [18]. Therefore, we assume that surface and bulk contribution to the photoelectron counts are weighted by the positive factors $c_S$ and $c_B = 1 - c_S$, respectively. We model the temporal shift of the photoelectron spectrum by a fitting function $E(\tau) + g c_S X_S(\tau) + g c_B X_B(\tau)$. The coordinate $X_S$ and $X_B$ stand for the CDW amplitude of the surface layer and of the bulk, $g$ is the e–ph coupling of the CDW mode and $E(\tau) = E_0 \theta(\tau) e^{-\tau/\tau_H}$ is a spectral shift due to the pump-induced change of e–e correlations. The latter is related to the photo-induced phase transition of the Mott insulator.
and has no analog in the metallic phase. The temporal evolution of $X_{S,B}$ is calculated from equation (3) with oscillation frequencies $\nu_{S,B}$, damping time $\tau_C$ and force time $\tau_F$. Figure 6(a) shows the convoluted result calculated for $\nu_S = 2.45$ THz, $\nu_B = 2.51$ THz, $c_S = 2c_B$, $\tau_C = 9.5$ ps, $\tau_F = 250$ fs and $\tau_H = 680$ fs. The frequency $\nu_B = 2.45$ THz is in perfect agreement with transient reflectivity [39, 42] and is therefore identified with the bulk CDW displacement. Conversely the frequency $\nu_S = 2.51$ THz is attributed to the surface CDW displacement. A stiffer and stronger CDW at the surface of 1T-TaS$_2$ is expected because of the lower coordination of the sulfur atoms. Phase space arguments account for the weak damping of the CDW oscillations in the MI phase: due to the Pauli exclusion principle and energy conservation, the CDW mode could decay only in final electronic states with excitation energy $|\epsilon| \simeq h \nu_{S,B} \simeq 10$ meV. However, the MI gap $\Delta \simeq 0.1$ eV precludes the existence of electronic excitations with $|\epsilon| < \Delta$. Therefore, the only anharmonic decay of the CDW amplitude mode in other phonon modes is the available damping mechanism. This decay channel originates from ph–ph interaction and has a timescale of several picoseconds [40, 41].

If the Mott insulator is in equilibrium at $T_e = T_i = 30$ K, the spectral function displays a LHB at $\epsilon = 0.21$ eV and vanishing density of electronic states at the Fermi level. Just after photoexcitation, the energy density deposited in the electronic system is too large for the existence of a Mott insulator. Figure 7(a) shows the photo-induced transfer of spectral weight from the LHB to the Fermi level. The electronic gap is partially filled by transient electronic states and recovers along with the energy relaxation of the hot electrons. Such midgap states must have very weak coupling to the CDW mode, otherwise they would lead to efficient damping of the CDW oscillations. The LHB intensity $I_H$ in figure 7(b) is an empirical measure for the transfer of spectral weight toward the pseudogap. The instantaneous decrease and subsequent recovery of $I_H$ can be described by an exponential decay $1 - I_0 \theta(\tau)e^{-\tau/\tau_H}$ with time constant $\tau_H = 680$ fs. It follows that the MI gap collapses on a timescale much shorter than the pump–probe cross-correlation and monotonically recovers with subpicosecond timescale. This finding is consistent with the revival of a MI groundstate whereas it is not consistent with the dynamics of a Peierls insulator. If the electronic gap originated from the CDW amplitude mode, the recovery of $I_H$ would follow the oscillatory behavior of the spectral shift in figure 6(a) and not the monotonic evolution of figure 7(b). Secondly, a Peierls gap would collapse after the

Figure 7. (a) Photoelectron spectra of the photoexcited insulator acquired at several pump–probe delays. The spectrum acquired before the arrival of the pump pulse is identical to the spectrum acquired at $\tau = 4.5$ ps. (b) Intensity of the LHB as a function of pump–probe delay (marks) and single exponential decay with time constant $\tau_H = 680$ fs (line).
Figure 8. (a) Relative change of LHB intensity measured at 50 fs as a function of the pump fluence. (b) Relative shift between a spectra acquired at $\tau = 1.4$ and $\tau = 1.6 \text{ ps}$ as a function of the pump fluence.

Figure 9. (a) Photoelectron spectrum acquired in the MI phase ($T_l = 30 \text{ K}$) for $\tau = 50 \text{ fs}$ (dots) and Fermi–Dirac distribution calculated for $\mu = -50 \text{ meV}$ and $T_e = 1800 \text{ K}$ (red dashed line). (b) Photoelectron spectra acquired at several pump–probe delays have been divided by the respective distribution functions. At $\tau = 50, 300, 500, 900$ and 4 ps, the electronic distribution is a Fermi–Dirac distribution with $T_e = 1800 \text{ K}$ $T_e = 900, 760, 570$ and 60 K, respectively. The LHB, UHB and the midgap resonance have been marked by arrows.

CDW mode reaches the maximum of the coherent amplitude. Figure 5 shows that such delay time would be $\tau = 1/4\nu \simeq 100 \text{ fs}$ but the decrease of $I_H$ in figure 7(b) displays no sign of such retardation. Finally, the photoinduced displacement of the CDW and the relative change of the LHB intensity increase differently with the fluence of the pump beam: figures 8(a) and (b) compare the amplitude of the spectral oscillations with the reduction of peak intensity $\Delta I_H$ for varying pump fluence. Notice that the amplitude of the spectral shift increases linearly in the entire range of fluence whereas $\Delta I_H$ does not.

An inspection of the photoelectron spectra on a semilogarithmic scale provides further insights on the electronic properties of the photoexcited insulator. The broad feature above the Fermi level at $\epsilon = -0.35 \text{ eV}$ in figure 9(a) has no counterpart in the spectrum of the metallic phase (see figure 4(a)). We attribute this structure to the UHB of the Mott insulator. Its energy position is similar to the value reported by STS [22]. This agreement is somehow surprising, since the spectrum of figure 9(a) refers to a highly excited state. In spite of the high-excitation
Figure 10. (a) Semilogarithmic plot of ARPES spectra acquired in the photoexcited insulator ($T_l = 30$ K) at several pump–probe delays. Spectra with $50 \text{ fs} < \tau < 300 \text{ fs}$ (lines from green to turquoise) display rapid cooling whereas spectra with $\tau > 300 \text{ fs}$ (lines from blue to azure) are slowly changing. The spectrum relative to 4.5 ps and the spectrum acquired before the absorption of the pump-pulse are almost identical (black line). Blue and yellow arrows mark the energy position of the LHB and midgap resonance, respectively. (b) Photoinduced change of the photoelectron counts at the midgap resonance (yellow marks) and at the LHB (blue marks). The photoelectron intensity at the midgap resonance has been rescaled in order to match $\Delta I_H$ for $\tau > 300 \text{ fs}$.

density, the Hubbard bands do not merge into a unique spectral feature. They are expected to collapse at even higher pump fluences, but it is impossible to reach such a regime without destroying the long range order of the CDW (irreversible sample damage).

An exact retrieval of the spectral function would require the knowledge of the electronic distribution \([43]\). Since a direct measurement of the isolated $f$ is not possible, we rely on the small $f/f_{th} - 1$ observed in the metallic phase (see figure 4(b)) and assume in the following discussion nearly thermalized electrons also for the photoexcited insulator. Figure 9(b) displays the spectral function extracted from the ratio between the measured spectrum $A_H \cdot f$ and a Fermi–Dirac distribution $f_{th}$. We find that the chemical potential is pinned at the edge of the LHB for $T_e = 30$ K, probably due to a minor amount of acceptor dopants. However, at excitation densities of 0.1 electrons per reconstructed unit cell the effects of these impurities becomes negligible and the chemical potential is identified with the nominal center of the MI gap ($\mu = \Delta/2 = -50 \text{ meV}$). Notice that the midgap states connecting LHB and UHB display a small peak at $\epsilon \simeq -0.1 \text{ eV}$ for delays $\tau > 300 \text{ fs}$. This resonance suggests the existence of renormalized electronic states in proximity to the chemical potential. In the framework of the Fermi liquid theory, such renormalized electronic states should be quasiparticles with an effective mass larger than the bare band mass. Further investigations as a function of the photoelectron wavevector are necessary in order to find out whether the energy of this resonance shows any dispersion.

Next, we show that the dynamics of the photoexcited insulator is qualitatively different from that of the metallic phase: as shown by figure 10(a), the electronic occupation of states above the chemical potential decays faster for $\tau < 300 \text{ fs}$ and slower at larger pump–probe delays. We track this temporal evolution by plotting in figure 10(b) the photoelectron counts at the midgap resonance. The build-up of photoelectron intensity $A_H(\epsilon, \tau) \cdot f(\epsilon, \tau)$ at the energy...
of the midgap resonance $\epsilon = -0.1\,\text{eV}$ is described by an instantaneous process convoluted by the pump–probe cross-correlation. The subsequent relaxation follows a double exponential decay with time constants $\tau_e = 200\,\text{fs}$ and $\tau_H = 680\,\text{fs}$. Since $A_H(\epsilon, \tau)$ is fairly similar for $\tau = 50\,\text{fs}$ and $\tau = 300\,\text{fs}$ (see figure 9(b)), we conclude that the initial decrease of midgap intensity reflects the decay of the electronic distribution. However, after 300 fs the temporal evolution of $f$ reaches a bottleneck, and the reduction of midgap intensity follows the intrinsic recovery of the MI gap. Accordingly, the photoinduced change of photoelectron intensity at the midgap resonance ($\epsilon \simeq -0.1\,\text{eV}$) and at the LHB ($\epsilon \simeq 0.2\,\text{eV}$) merge into a unique curve for delay times $\tau > 300\,\text{fs}$. We propose two different explanations to account for the anomalous relaxation of the photoexcited insulator: (i) the average e–ph coupling of the midgap states strongly depends on the excitation density. It is largest just after absorption of the pump pulse and progressively reduces with $\tau$. (ii) A small subset of phonon modes exhibit an e–ph coupling which is higher than the average value. The hot electrons thus generate non-equilibrium phonons on a timescale $\tau_e = 200\,\text{fs}$. Afterwards, the e–ph interaction with weakly coupled mode and the ph–ph decay of non equilibrium phonons determine the cooling time $\tau_H = 680\,\text{fs}$. A similar bottleneck of electronic energy has been already observed in anisotropic compounds such as graphite [44] or $\text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_{8+\delta}$ [45].

4. Theoretical modeling

This section introduces the simplest theoretical model accounting for CDW oscillations and the photoinduced collapse of the MI gap. The Hamiltonian $H = H_{e-e} + H_{e-ph}$ consists of a purely electronic $H_{e-e}$ plus the coupling $H_{e-ph}$ to the CDW mode. All other phonon modes are treated as a thermal bath leading to the energy relaxation of photoexcited electrons. We neglect the quantum nature of the phonon field because the CDW motion is much slower than the electronic motion. In the adiabatic limit the e–ph interaction is

$$H_{e-ph} = g X \sum_{i,\sigma} n_{i,\sigma},$$

where $n_{i,\sigma}$ is the occupation of site $i$ and spin $\sigma$, the parameter $g$ stands for the e–ph coupling and $X$ is the phonon coordinate calculated from equation (3). The coordinate $X$ does not depend on site $i$ because the ultrafast generation mechanism sets a unique starting time of nuclear motion in all crystal cells. It follows that $H_{e-ph}$ changes only the total energy of the electronic system. Under this condition, the CDW interaction results in a rigid shift $A_H(\epsilon - g X)$ of the $H_{e-e}$ spectral function $A_H(\epsilon)$. This result is experimentally verified by the spectra of figure 6(b).

At early pump–probe delays, the high-electronic temperature $T_e$ induces an ultrafast crossover from the MI phase to the high-temperature region in figure 1. We simulate the experimental spectra by the one band Hubbard model

$$H_{e-e} = -t \sum_{\langle i,j \rangle,\sigma} (c_{i,\sigma}^\dagger c_{j,\sigma} + c_{j,\sigma}^\dagger c_{i,\sigma}) + U \sum_i n_{i,\uparrow} n_{i,\downarrow}$$

with Coulomb repulsion $U = 0.5\,\text{eV}$, bandwidth $W = 0.36\,\text{eV}$ and filling of $n_{\uparrow} = n_{\downarrow} = 0.48$ electrons per unit cell. Figure 11(a) and (b) show the spectral function calculated by the dynamical mean field theory (DMFT) at the center of the Brillouin zone for different electronic temperatures $50\,\text{K} < T_e < 2500\,\text{K}$. The evolution of $A_H(\epsilon, T_e)$ defines different temperature...
Figure 11. (a) Spectral function calculated at the center of the Brillouin zone for several temperatures between 1000 and 2500 K (lines from black to gray). (b) Theoretical map of the spectral function as a function of binding energy and electronic temperature.

windows: below $T_e = 1000$ K, the spectral function consists of the Hubbard bands separated by an electronic gap $\Delta \simeq 0.15$ eV. Above 1000 K, the gap is gradually filled by low energy excitations. For electronic temperatures higher than 1800 K, the LHB and UHB merge into a unique feature. The agreement with the MI collapse observed in figure 9(b) is fairly good. However, some relevant aspects distinguish the theoretical predictions from the experimental results. The crossover region predicted by the single band Hubbard model is a nascent metal in which quasiparticles are not yet formed. As shown by figure 11(a), the calculated midgap states have no sharp structure near to the chemical potential. Conversely, the experimental midgap resonance shown in figure 9(b) is similar to the quasiparticle peak observed in the symmetrized spectra of the metallic phase [6, 23]. In addition, the DMFT calculations of figure 11(b) predict an abrupt collapse of the MI gap at electronic temperatures $T_e \simeq 1200$ K. In contrast, the experimental midgap states develop already for $T_e > 600$ K and increase gradually up to the highest electronic temperature. This discrepancy may require extensions of the theoretical model taking into account effects involving more than one band or could be due to the spatial fluctuations of the electronic system, which could be important in a quasi-two-dimensional compound such as 1T-TaS$_2$ but are neglected by DMFT calculations [3].

5. Conclusions

We have performed time-resolved photoemission studies on the MI phase and metallic phase of 1T-TaS$_2$. The dynamics of the electronic states strongly depend on the initial phase of the system. We always observe periodic oscillations of the photoelectron spectra that are due to the ultrafast excitation of the CDW mode. However, the oscillations of electronic states decay 10 times faster in the metallic phase than in the insulating one. Upon photoexcitation of the insulating phase, we observed the quasi-instantaneous collapse of the electronic gap and its subsequent recovery on a subpicosecond timescale. A comparison of such dynamics with the coherent oscillation of the CDW proves that 1T-TaS$_2$ is a Mott insulator instead of a Peierls insulator. The spectra of the photoexcited insulator displays a clear signature of the Hubbard bands and suggest the presence of midgap quasiparticles. Theoretical calculations based on the single band Hubbard model results in a spectral function that correctly reproduces the evolution of the Hubbard bands.
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