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ABSTRACT

The widespread use of model systems for understanding the heterogeneous catalytic processes is based on bridging the structural complexity gap between present generation of supported metal and metal oxide technical catalysts and crystalline metal and planar metal/oxide systems, which are utilized to investigate structure-reactivity relationships by a large variety of surface science techniques. In this thesis, we focused on a concept of so-called 'monolayer' vanadium oxide catalysts, which have been introduced particularly for methanol oxidation reactions. Following a bottom-up approach, silica supported vanadium oxide model catalysts were investigated. Combining a number of experimental techniques, the surface of Mo(112) used as a substrate for the silica films was characterized in detail and the atomic structure of the silica film was determined. Adsorption of water and growth of vanadium oxide nanoparticles on the silica films, and finally the reactivity of vanadium oxide/silica systems towards methanol were studied. In contrast to the previously suggested models, an oxygen induced p(2×3) superstructure formed on a Mo(112) surface should be considered as one dimensional surface oxide where Mo=O groups are formed preferentially along the [1T1] direction of the Mo(112) surface. Monolayer silica films grown on Mo(112) surfaces are composed of two-dimensional network of SiO₄ tetrahedra. Depending on the film preparation conditions, the structure can be altered by additional oxygen atoms adsorbed on the Mo substrate. The defect structure includes antiphase domain boundaries which form by a half-lattice shift along the [T10] direction and a low density of point defects, most probably silicon vacancies.

Water does not dissociate on the monolayer silica film. An ordered structure of water with respect to silica film was observed at 140 K owing to good lattice matching between the silica film and hexagonal ice. Amorphous solid water layers homogenously covering the surface at 100 K were used as reactive layers for vanadium oxide particles in order to mimic 'wet chemistry' used in preparation of technical catalysts. The results revealed that ice layer assisted the formation of hydrated vanadium oxide nanoparticles partially terminated by V=O and V-OH groups. The dehydration takes place above 500 K, thus exposing V-terminated surface. Methanol dissociates on dehydrated vanadium oxide particles and methoxy species are stable on the surface up to 500 K only in the presence of vanadium terminated surface sites. Formaldehyde production which takes place at ~550 K is strongly affected by the surface structure of the vanadium oxide particles and exhibits a maximum at specific ratio between V- and V=O sites on the surface.

The results presented may have a strong impact on our understanding of the catalytic reactions at the molecular level.
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Figure 2.1 Schematic representation of the photoemission process. The circles represent the electrons in the core levels.

Figure 2.2 Schematic of a LEED optics for electron diffraction experiments. The integrated electron gun consist of heated filament (tungsten or LaB₆), a Wehnelt cylinder (W).

Figure 2.3 a₁ and a₂ correspond to the substrate unit cell vectors. b₁ and b₂ indicate the superstructure unit cell vectors. α is the enclosed angle between the substrate and γ is the enclosed angle between the superstructure unit cell vectors. The angle β accounts for a rotation of the superstructure with respect to the substrate.

Figure 2.4 STM instrumental apparatus.

Figure 2.5 Schematic Energy diagram in one dimension, in case of electrons tunneling from the tip to the sample. E_T/S is the tip/sample Fermi energies, E_V T/S is the tip/sample vacuum levels, and Φ T/S is the tip/sample work functions, respectively. V_Tunnel is the tunneling bias.

Figure 2.6 Schematic picture of tunnelling geometry in the Tersoff-Hamann model. The probe tip has arbitrary shape but is assumed locally spherical with a radius of curvature R, where it approaches nearest the surface. The distance of nearest approach is d. The centre of curvature of tip is r₀ [28].

Figure 2.7 Infrared radiation impinging on a substrate can be resolved into two components.

Figure 2.8 A schematic representation of an infrared spectrometer (left) and dipole moment of CO adsorbed on a surface in two different orientations (right).

Figure 2.9 Schematic and simplified potential energy diagram for the interaction of a diatomic molecule, X₂, approaching and interacting with a surface. At first upon approaching, Van der Waals interactions may attract the molecule into a weakly bound, physisorbed, state. From this physisorbed state it may proceed into an associative (non-dissociated) chemisorbed state. If the activation barrier Eₐ₈ is overcome the molecule may dissociate into two chemisorbed atoms. The energy required to desorb these atoms again is Eₐ₈. Also shown are the corresponding adsorption energies, Eₐ₈ for the physisorbed and associatively chemisorbed states.

Figure 3.1 LEED patterns of (a) clean Mo(112), (b) p(1×2), (c) p(1×2)+ p(1×3), and (d) p(2×3) oxygen induced superstructures. (e) Schematic illustrations of the top layer of a Mo(112) surface and representative unit cells of the structures observed by LEED. Possible locations for adsorption sites for oxygen atoms are also indicated as black circles: (1) atop, (2) short bridge, (3) long bridge, and (4) quasi threefold hallow sites.
Figure 3.2 STM images of the Mo(112)-p(2×3)-O surfaces. In both images bright one-dimensional structures can be observed. Tunneling conditions are (a) 40×40 nm², V_s/I: +1.0 V/0.2 nA and (b) 9×8 nm², V_s/I: +1.2 V/0.61 nA. p(2×3) periodicity is indicated by white rectangular unit meshes. Dark and light spots highlight half lattice shifts due to domain boundaries.

Figure 3.3 Photoelectron spectra taken from clean Mo(112) and Mo(112)-p(2×3)-O surfaces. (a) O 1s spectra including p(2×1) and p(1×2) structures. Mo 3d₅/₂ surface states were measured at (b) normal and (c) grazing emission angles. For all deconvoluted Mo 3d spectra, circles represent the experimental data points and the black lines on top of them are fitted curves. The thick lines represent the metallic states (of the clean sample) and oxide components are indicated with thin lines. Light gray, gray and black thick lines are topmost, second and bulk 3d₅/₂ states of clean Mo(112) surface, respectively. Various coordinations of molybdenum atoms to oxygen atoms are also shown with color coded thin lines. Grazing angle measurements were performed at 75°.

Figure 3.4 IRA spectra of (a) Mo(112)-p(2×3)-¹⁶O and (b) Mo(112)-p(2×3)-¹⁸O surface oxides.

Figure 3.5 IRA spectra of CO (upper panel) and D₂O (lower panel) adsorbed on p(2×3) surface oxide at 100 K. Saturation CO coverage is obtained after adsorbing 0.2 L CO. Frequency shifts of Mo=O species were followed by adsorbing (a) 0.5 L, (b) 1.0 L, (c) 1.5 L, and (d) 2.0 L D₂O.

Figure 3.6 Structural model for on p(2×3) surface oxide Mo(112). Gray shaded balls represent molybdenum atoms and they become darker while going from the surface to the deeper atomic layers. Smaller solid balls are oxygen ions and oxygen ions of Mo=O groups are coordinated to the topmost (lightest) molybdenum atoms. p(2×3) unit cell is indicated by dotted lines.

Figure 4.1 Phase diagram of silica (adapted from [99]).

Figure 4.2 Large scale STM images showing well ordered 1 ML silica structure. (a) 100×100 nm², V_s/I=+2.0 V/0.20 nA, (b) 20×12.5 nm², V_s/I=+2.0 V/0.40 nA, (c) line profile showing the step height (taken from (b)). Inset: c(2×2) LEED pattern of silica superstructure (E_p = 60 eV). Rectangle represents unit cell of Mo(112) surface. Crystallographic orientations are also indicated.

Figure 4.3 STM topographic images taken at the different tunneling conditions and structural model of two dimensional silica film. The size of each STM image is 3.75×3.75 nm². Tunneling conditions (V_s/I) are (a) +1.2 V/0.35 nA, (b) -0.4 V/0.30 nA, (c) 0.65 V/0.75 nA, (d) -0.17 V/0.75 nA, (e) -0.72 V/0.45 nA, (f) -0.50 V/0.45 nA. Top view (g) and side views (h) of ball model of silica film on Mo(112) surface. Inter-atomic distances and crystallographic orientations were also indicated.

Figure 4.4 O 1s and Mo 3d₅/₂ regions of high resolution photoemission spectra of silica film taken at two different electron emission angles. Take-off angles are 0° and 80° for spectrum (a) and (b), respectively.

Figure 4.5 XP spectra of O-poor and O-rich silica films. Top left panel: O 1s spectra of (a) as deposited, (b) well-ordered O-poor and (c) well-ordered O-rich silica film. Circles: experimental data, light gray: O1-O2, gray: O3, dark gray: O* components and black: fitted curve. Bottom left panel: Effect of additional oxygen atoms onto molybdenum surface in Mo 3d states. (a)
black: O-poor film, gray: O-rich film. (b) Difference spectra obtained by subtracting Mo 3d spectrum of O-rich film from that of O-poor. *Top right panel* 2D model of silica film with varying amount of oxygen atoms on molybdenum substrate. *Bottom right panel* Si 2p region of (a) O-poor and (b) O-rich films.

Figure 4.6 Valence band spectra of O-poor and O-rich silica films taken at two different excitation energies. All spectra are aligned with respect to Fermi level of molybdenum substrate. *Left panel* Valence band spectra of (a) O-poor and (b) O-rich silica film. *Right panel* Valence band spectra of O-poor film measured at the take-off angles of (a) 0° and (b) 70°, respectively. Excitation energies are indicated.

Figure 4.7 Characterization of structural improvement of an as-deposited silica film. *Left* STM image of an as-deposited film 100×100 nm², V_s/I=3.0 V/0.1 nA. *Right* IRA spectra of (a) deposited at 900 K and the same film annealed to (b) 1000 K, (c) 1100 K, and (d) 1250 K. All spectra were taken at 300 K.

Figure 4.8 STM images and IRA spectra of silica particles formed on the well-ordered silica film by Si deposition in 5×10⁻⁸ mbar O₂ at 900 K. Spectrum (2) and (3) correspond to the STM images (c) and (a), respectively. The spectrum (1) is for the original well-ordered film. Image size and the tunneling parameters: (a) 100×100 nm², V_s/I=+2.8 V/0.20 nA; (c) 100 × 100 nm², V_s/I=+3.5 V/0.10 nA.

Figure 4.9 IRA spectra of O-poor (a) and O-rich (b) silica films on a Mo(112) substrate.

Figure 4.10 STM images of an antiphase domain boundary on silica surface. Image contrast is dependent on tunneling conditions. Left STM image showing Si ions and right image showing O1 and O2 ions were obtained by adjusting the tunneling parameters to V_s/I=+1.2 V/0.35 nA and V_s/I=-0.72 V/0.45 nA, respectively. A structural model for the O-poor film including an APDB is placed in between for clarity.

Figure 4.11 STM images (3.3×2.2 nm²) of point defects on silica film. Tunneling conditions are V_s/I= (a) -1.0 V/0.40 nA, (b) 0.5 V/0.4 nA, (c) 1.0 V/0.6 nA. (d) Structural representation of a Si vacancy. (e) IRA spectra of CO adsorbed on silica film at 100 K.

Figure 5.1 Molecular orbital energy level diagram of H₂O (adapted from [185]).

Figure 5.2 The phase diagram of water/ice. Inset: The medium pressure range showing the melting curves of metastable ices IV and XII.

Figure 5.3 TPD spectra of H₂O adsorbed on a silica film at (a) 100 K and (b) 140 K. (c) TPD spectra of ~1 BLE D₂O adsorbed at 100 and 150 K. Heating rate was 3 Ks⁻¹ for each spectrum. (d) Arrhenius plot of the amorphous H₂O desorption. The black line is a linear fit to the experimental data and corresponding slope (activation energy) is shown in the figure.

Figure 5.4 IRA spectra of H₂O adsorbed on a silica film at 100 K at increasing coverage as indicated.

Figure 5.5 IRA spectra of 6 BLE of H₂O adsorbed on the silica film at 100 K and slowly heated up to complete desorption.

Figure 5.6 Consecutive PE-spectra of the silica film, exposed to 6 L of water at 100 K, on slow heating to 170 K. The states at 532.5 and 531.3 eV are assigned to the surface and interfacial O species in the silica film. The spectra were recorded with low acquisition time in order to prevent any
photon-induced effects on the water overlayer. The spectra are off-set for clarity.

Figure 5.7 LEED pattern (negative contrast) (a) and its schematic presentation (b) developed at around 145 K during heating of the 6 BLE water, initially adsorbed at 100 K. (c) Structural model of the ice layer formed on the silica film, which exhibits a c(6×2)-Mo(112) or c(2×2)-Silica superstructure as indicated by a rhomb. A and B indicate the second- and first-layer water molecules, respectively.

Figure 5.8 Quantitative analysis of infrared spectra. (a) Deconvoluted OD stretching region. (b) Coverage dependent frequency shift of main silica phonon. (c) Deconvoluted divided Si−O−Mo vibrational band due to crystallization of water.

Figure 5.9 Comparison of vibrational bands of amorphous and crystalline H₂O and D₂O.

Figure 5.10 UP spectra of water adsorbed on silica film. Left panel: Growth of ASW at 100 K. Difference spectra was collected while dosing D₂O and plotted by subtracting the spectrum of clean silica surface. Each spectrum indicates 0.1 BLE water coverage increase. Right panel: Change of valence band structure of silica film due to water crystallization. Valence bands of (a) clean silica film (O-poor), (b) ~0.8 BLE AS H₂O at 100 K, (c) ~0.8 BLE AS D₂O at 100 K, (d) crystallized form of (b) at 140 K, (e) crystallized form of (c) at 150 K.

Figure 6.1 Possible structures of supported vanadium oxide species.

Figure 6.2 STM images (100×100 nm²) of a model supported vanadium oxide catalyst prepared by depositing vanadium in 2×10⁻⁷ mbar O₂ on a pristine silica surface. The images are taken at 300 K with a tunnel current of 0.2 nA and a sample bias of 3.0 V. Silica surface is covered by (a) 0.12 ML and (b) 0.4 ML vanadium oxide.

Figure 6.3 STM images (100×100 nm²) of a model supported vanadium oxide catalyst prepared by depositing vanadium in 2×10⁻⁷ mbar O₂ on 3-5 ML solid water covered pristine silica surface. Many particles are nucleated at the steps on the silica surface, but many are also located on the terraces. Deposited vanadium amounts are (a) 0.035 ML, (b) 0.15 ML, (c) 0.5 ML. Tunneling parameters: Vₜ/I = (a) +4.0 V/0.2 nA, (b) +4.0 V/0.2 nA, (c) +3.0 V/0.2 nA. Inset (a) 10×4 nm² - Vₜ/I = +1.2 V/0.3 nA, (b) 12×8 nm² – Vₜ/I = +1.0 V/0.18 nA.

Figure 6.4 The O 1s and V 2p photoemission spectra of clean and vanadium oxide deposited Silica/Mo(112) surface. All spectra were referenced to the Fermi level of the molybdenum substrate. Deposited vanadium amounts are (a) 0, (b) 0.1, (c) 0.3, (d) 0.6, and (e) 1.0 ML. All spectra were taken at 300 K.

Figure 6.5 O 1s and V 2p photoemission spectra of vanadium oxide deposited on solid water covered Silica/Mo(112) surface. Deposited vanadium amounts are (a) 0.1, (b) 0.2, (c) 0.4, (d) 0.6, and (e) 1.0 ML. All measurements were performed at 100 K.

Figure 6.6 XPS and ARXPS analysis of 1 ML vanadium oxide particles on silica. Top panel: Deconvoluted V 2p₃/₂ region of the XP spectra taken at (a) hydrated particles at 100 K (b) hydrated particles at 300 K, (c) totally dehydrated particles at 600 K (d) reoxidized particles by oxygen exposure at 600 K. Bottom left panel: Deconvoluted O1s region of the XP spectra taken at (a-b) hydrated and (c-d) dehydrated particles at two
different electron emission angles. Bottom right panel: Deconvoluted $V_{2p_{3/2}}$ region of the XP spectra taken at (a-b) partially hydrated and (c-d) dehydrated particles. Dehydration was done at 550 K. Take-off angles are indicated. Shirley background was subtracted from all spectra.

Figure 6.7 IRA spectra of vanadium oxide particles deposited on pristine silica surface at 300 K. (a) 0, (b) 0.1, (c) 0.3, (d) 0.6, and (e) 1.0 ML vanadium is deposited in $2\times10^{-7}$ mbar $O_2$.

Figure 6.8 IRA spectra from hydrated and dehydrated vanadium oxide particles grown on amorphous solid water layer by layer fashion. Left panel: IRA spectra of OH stretch vibrational bands of (a) 5 ML amorphous solid water film on silica at 100 K, (b) after deposition of 0.4 ML vanadium in $2\times10^{-7}$ $O_2$ ambient at 100 K and (c) after sublimating unreacted solid water by annealing the sample to 300 K. Right panel: IRA spectra of (a) 0, (b) 0.1, (c) 0.2, (d) 0.4, (e) 0.6 ML vanadium oxide layers grown on 3-5 ML solid water films each. Spectra were recorded at 100 K. 0.6 ML vanadium oxide particles were annealed to 300 K (f) and to 600 K (g) in UHV. Spectra (h) and (i) were recorded after oxidizing the particles in $1\times10^{-7}$ mbar $O_2$ at 300 K and at 600 K, respectively.

Figure 6.9 IRA spectra of hydrated vanadium oxide particles on isotopically labeled silica films. (a) silica film labeled with $^{16}O$, (b) silica film labeled with $^{18}O$, (c) 0.5 ML particles deposited on silica film prepared by using $^{18}O$, (d) 0.8 ML particles deposited on silica film prepared by using $^{16}O$, (e) 2 ML particles deposited on silica film prepared by using $^{18}O$, (f) after dehydrating the sample (e).

Figure 6.10 Morphologies of vanadium oxide particles at two different dehydration states. (a) STM image of hydrated vanadium oxide particles 100×100 nm$^2$ - $V_s/I = 3.0$ V/0.1 nA, (b) TPD spectra of desorbing species during dehydration process. Heating rate is 3 Ks$^{-1}$. (c) STM image of totally dehydrated vanadium oxide particles 100×100 nm$^2$ - $V_s/I = 3.0$ V/0.2 nA.

Figure 6.11 (a) CO TPD spectra taken during stepwise dehydration treatments. 1 L CO was adsorbed each time after dehydrating the vanadium oxide particles at 225, 250, 300, 400, 500 and 600 K (from bottom to top). (b) Comparison of CO TPD behaviors of dehydrated and vanadyl terminated particles.

Figure 6.12 STM images of vanadium oxide prepared by varying thickness of ASW layers. (a) 200×200 nm$^2$ - $V_s/I = 2.0$ V/0.1 nA, (b) 40×40 nm$^2$ - $V_s/I = 2.0$ V/0.2 nA, (c) 400×400 nm$^2$ - $V_s/I = 1.8$ V/0.1 nA, (d) 50×50 nm$^2$ - $V_s/I = 2.0$ V/0.3 nA, (e) 400×400 nm$^2$ - $V_s/I = 5.0$ V/0.1 nA, (f) 30×30 nm$^2$ - $V_s/I = -1.0$ V/0.1 nA and (g) sketches of sample preparation methods (see also Appendix C).

Figure 6.13 IRA spectra of OH stretching region of 100 % CI (black) and amorphous water buffer layer (gray). 2 ML vanadium oxide was deposited onto 50 BLE ASW at 100 K in $2\times10^{-7}$ mbar $O_2$. The sample was then slowly heated (in 45 min) until no unreacted water remained on the surface.

Figure 7.1 Decomposition routed of methoxy on oxide surfaces.

Figure 7.2 IRA spectra of methanol multilayer adsorbed on vanadyl terminated particles (0.8 MLV) at 100 K. Each spectrum represents the increase in methanol coverage by 0.4 L.
Figure 7.3 TPD data for 0.8 MLV vanadyl terminated particles exposed to 2 L CH$_3$OH at 100 K. Heating rate was 3 Ks$^{-1}$. Spectra have been offset for clarity.

Figure 7.4 IRA spectra as a function of annealing temperature following a 2 L methanol exposure to dehydrated vanadium oxide nanoparticles supported by silica film.

Figure 7.5 (a) TPD spectra following adsorption of methanol (1 L) at 100 K on 1 MLV dehydrated vanadium oxide nanoparticles (solid lines). Dotted line represents a TPD spectrum of water following dosing 100 L of H$_2$O at 160 K (above multilayer desorption temperature) (b) Formaldehyde desorption following successive adsorption of methanol at 100 K. Initial coverages are indicated in the figure. Heating rate was 3 Ks$^{-1}$.

Figure 7.6 TPD spectra of H$_2$O, CO, CH$_2$O and CH$_3$OH following 0.5 L methanol adsorption on 0.1, 0.3 and 0.8 MLV dehydrated particles at 100 K. Heating rate was 3 Ks$^{-1}$.

Figure 7.7 Effect of predosed oxygen on formaldehyde formation. Left panel: TPD spectra of formaldehyde following 0.5 L methanol adsorption on 0.6 MLV (a) dehydrated, (b) oxygen predosed (25 L at 300 K) and (c) oxygen predosed (25 L at 500 K) vanadium oxide particles. Right panel: TPD spectra of formaldehyde following 0.5 L methanol adsorption on 0.6 MLV dehydrated (top) and 5, 25, 50 and 300 L oxygen predosed (from second from the top to bottom) vanadium oxide particles at 500 K. Heating rate was 3 Ks$^{-1}$.

Figure C.1 Schematic illustration of the UHV system (MEGA machine).
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CHAPTER 1

INTRODUCTION

A catalyst is a compound, which increases the rate of a chemical reaction, but which is not consumed by the reaction. The catalyst speeds up the reaction by assisting the bond breaking of the reactant molecules and the formation of new bonds to create the reaction product, usually by opening some alternative pathway for the reaction. A good catalyst keeps the balance between the interaction with the reactant molecules being sufficiently strong to break their bonds, and the interaction being sufficiently weak not to prevent the reaction and the subsequent release of the product molecules. Catalysts are widely used in chemical technology for reactions like oil refining and the production of chemicals by hydrogenation, dehydrogenation, partial oxidation, and organic molecular rearrangements (isomerization, cyclization), ammonia synthesis, and reduction of the emission in exhaust gas, to name a few [1, 2]. Often, the catalyst is in another phase than the reactants, e.g. a solid catalyst such as a metal or an oxide and gaseous reactants, a situation which is referred to as heterogeneous catalysis [3]. Since the gas phase reactants only come in contact with the surface of the solid catalyst, the properties of this surface are very important. For this purpose, the active species are often dispersed as small particles on a support material. This makes it a so-called supported catalyst. The support material is usually not catalytically active itself, although it may be in some cases, and it should be relatively stable at elevated temperatures under reaction conditions. In order to maximize the active surface area to volume ratio the support material is often highly porous. Frequently used support materials are Al2O3, SiO2, activated carbon, zeolites, and sometimes also TiO2 [1, 2]. Since the reactants and the products need to be transported to and from the active sites, different processes are important on different scales. On a large scale, the reactor beds are filled with the catalyst. The reactants have to diffuse and flow through the bed. An important parameter from an engineering point of view is the amount of pressure over such a bed that is needed to sustain a sufficient flow. On a smaller scale both the reactant and the product molecules need to diffuse through the pores of the catalyst particles. On this level the pore size distribution is an important parameter. Finally, on the smallest scale, the reactant molecules adsorb on the active species and they react. After this reaction the product molecules can desorb and will try to find their way out of the catalyst bed.

Clearly, an investigation of a catalyst is an investigation of many simultaneous processes in a complex system. Needless to say, it may be very difficult to extract the desired information from such an investigation. For example, if one attempts to study the rates of adsorption or desorption of products and reactants at the surface of the active species one can easily end up in a situation where the rate is limited by the transport properties instead of the adsorption and desorption at the active surface. The lack of
information about processes on a local scale in such a catalyst seriously hinders research aimed at fundamentally understanding and systematically improving the fabrication of catalysts in a controlled way.

In order to improve our understanding about the processes taking place on a catalyst on a microscopic scale, one is forced to investigate these processes in a simplified system [4]. In such a model system, one can isolate and investigate specific phenomena without being overwhelmed by other processes taking place at the same time. The knowledge gained by these model investigations can then be combined to interpret experiments done on more complex systems.

In principle, there are two possible strategies to model a supported catalyst. One can start with an industrial catalyst and leave out certain components in order to simplify it, or one can start with the simplest model system and add features in order to make it more realistic. The simplest model catalyst is probably a single crystal surface of an active metal. Although the study of surfaces was initiated in the 19th century, most of our present understanding is based on research of the last 25 years. Ultra-high vacuum (UHV) systems have been developed in which surfaces can be kept clean for a sufficient period of time and an impressive collection of surface sensitive techniques has been invented. In the mean time, fundamental studies of adsorption, desorption and surface reactions performed on many single crystal metal surfaces have revealed many intriguing phenomena. Adsorption of molecules on a single crystal surface for example leads in many cases to a reconstruction of the surface [5]. Even a simple reaction, such as the oxidation of CO can lead to a very complicated process with oscillatory behavior in which patterns are formed on the surface with regions covered mainly by oxygen and regions covered mainly by CO.

Studies of single crystals have contributed a great deal to the understanding of the processes that play a role on the microscopic scale in a catalyst. Nevertheless, their practical value is often limited. In modeling the surface of a catalyst by a single crystal surface many aspects have been neglected. The most obvious simplification is the complete absence of a support material. This implies that processes in which for example a reactant adsorbs on the support and diffuses to a supported metal particle where it reacts, as well as processes in which molecules adsorb on a metal particle and spill over to the support, are completely absent on the single crystal model surface. In practical catalysis; however, these processes may be very important. Also, the properties of the surface of a small metal particle are not always properly represented by the single crystal counterpart. On a small particle different kinds of facets are present, and the density of edge and corner sites is much higher than on a low index single crystal surface. Finally, the electronic structure of small particles might differ from the electronic structure of large crystals [6]. The transition from metallic to insulating behavior for very small clusters may significantly influence the catalytic properties [7]. Small particles supported on a flat substrate may be the ideal compromise between reality and simplicity. Such a system can be made in several ways. For the flat support one can think of a single crystal oxide surface. However, many oxides have a very poor electrical conductivity, which limits the range of experimental techniques that can be applied. Furthermore, the surfaces of these oxides are often much harder to prepare at a high quality than are metal single crystal surfaces [8].

Alternatives can be graphite, which is sufficiently conductive, single crystal oxides like TiO$_2$ [8], MgO [9] and ZnO [10], which are prepared by cleavage and made relatively conductive by doping, or very thin films of oxides on top of a conducting substrate. Thin films of alumina and silica have been grown on proper metal substrates, and they have been used as a support material for small metal clusters [11, 12]. However, growing high quality oxide films can be a complex problem in itself, and the properties of thin films may only partly resemble the properties of a bulk oxide, just like the properties of small particles can be different from bulk material.
Thin films on metal substrates and depositing metal and metal oxide particles on these supports can be achieved by several means. Molecular beam epitaxy (MBE), chemical and physical vapor deposition (CVD and PVD) of materials are very well controlled ways of depositing material [13]. One can either first make small particles and deposit those particles on a substrate, or one can deposit an amount of material, and have the deposit aggregate into particles on the support. In cluster beams one can select clusters with a specific mass and soft-land these particles on a surface. A rather clean (contaminant free) materials can be deposited while employing PVD techniques in UHV conditions.

The aim of this thesis was to investigate the activities of so-called monolayer vanadium oxide catalysts towards methanol oxidation reaction. When supported on another oxide material, monolayer vanadium oxide catalysts have been classified as a good candidate for this reaction owing to their enhanced selectivity towards formaldehyde. The model systems which provide the possibility to study the catalytic processes at the molecular level are thus worthwhile in order to envisage their functionalities. The thin silica films grown on a Mo(112) substrates were the support of choice. Even though a single crystal silica film had been grown on this substrate, its structure, thickness, surface termination, etc. were unknown. PVD technique was employed in order to deposit vanadium oxide catalysts on silica film; however a method was required to prepare hydrated and dehydrated catalysts. Hydrated/dehydrated states of vanadium oxide play an important role in catalytic performances so detail understanding of their activities in methanol oxidation reaction was crucial.

The present thesis has been structured as follows. The detailed knowledge of the surface structure of the silica films is the crucial first step in obtaining information about their interaction with vanadium oxide particles. This was accomplished by using a number of experimental tools and their theoretical working principles are described in Chapter 2. Film preparation and metal deposition methods both involve oxygen treatment and thus it is worth taking a closer look at the interaction of oxygen with a clean Mo(112) surface in the first place. Chapter 3 deals with a concept, one dimensional oxide formation, and covers the fundamental findings related the type of a surface oxide layer forming on Mo(112). Then, the geometric structure and properties of silica films grown on this surface are discussed in Chapter 4. Electronic and vibrational properties, thickness, growth strategies and defect structures are well-documented. Chapter 5 explains the interaction of water with the silica film and discuses the results in the light of the information provided in Chapter 4. Similar methodology is followed in Chapter 6, which mainly deals with the deposited vanadium oxide particles. Chapter 7 addresses the importance of surface termination of there vanadium oxide particles taking methanol adsorption as a case study. Finally, Chapter 8 summarizes the thesis.
CHAPTER 2

EXPERIMENTAL TECHNIQUES

The work was performed by employing a combination of experimental techniques including x-ray photoelectron spectroscopy (XPS), ultraviolet photoelectron spectroscopy (UPS), infrared reflection absorption spectroscopy (IRAS), scanning tunneling microscopy (STM), low energy diffraction (LEED), and temperature programmed desorption (TPD). The following sections were devoted to describe the fundamentals of these techniques.

2.1 Photoelectron Spectroscopy

Photoelectron spectroscopy has attracted a lot of attention for its unique properties and has been used in many fields like the study of heterogeneous catalysis, corrosion prevention, and tribology as well as to new materials development and semiconductor technology. One of the most striking properties of this technique is its chemical sensitivity. The electrons that are photo-emitted in the photoemission process have a particular binding energy which is a fingerprint of the elements present in the sample. Moreover, also different types of bonds affect these binding energies creating the so called chemical shifts which are useful to distinguish between atoms or molecules in different chemical or structural environments. The other important property is the surface sensitivity of this technique. In fact, one of the main reasons to use electrons in surface science is the inelastic mean free path of the electrons in matter. The mean free path of electrons with kinetic energy between 50 and 100 eV is less than 10 Å (1 nm) [14]. This means that the photo-electrons detected without energy loss originate from the first few layers of the solid. This renders photoemission spectroscopy suitable to identify the chemical elements present on a surface and to gain insight on the actual electronic structure of the surface itself.

The photoemission event from a solid takes place when electromagnetic radiations, i.e.; the photons of a proper source hit the solid and kick out electrons that are detected outside. Obviously, the energy of the photons, \( h\nu \), has to be high enough in order to remove the electron from the proper core level and lets it overcome the work function \( \phi \) of the solid. The energy distribution of the electrons detected outside reflects in this way the density of states inside the solid. This is schematically shown in Figure 2.1. If the binding energies are referred to the Fermi level \( E_F \), \( E_F^b \), a quantity that can be easily measured in the photoemission spectrum from a metal, then the energy with respect to the vacuum level \( E_0 \) becomes [15]:

\[
E_0 = E_0^b + \varphi
\]
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The kinetic energy of the electrons in the vacuum level is given by
\[ E_{\text{kin}} = h\nu - E_{h}^{F} - \varphi \]

Once the electron is in the vacuum level, in order to enter in the analyzer, its energy is changed by the difference in the work function between the electron energy \( \varphi_{\text{analyser}} \) and the sample.

\[ E_{\text{meas}}^{\text{kin}} = E_{\text{kin}} - \varphi_{\text{analyser}} = h\nu - E_{h}^{F} - \varphi - \varphi_{\text{analyser}} = h\nu - E_{h}^{F} - \Delta \varphi \]

Depending on the energy of the photons used to ionize the sample, the photoemission technique can be divided into two main branches, namely UPS and XPS. The UPS, performed with low photon energies, deals mainly with the valence levels while in XPS the higher energy of the photons allows to ionize deeper electronic core levels.

In the ionization event, the ionized electron leaves a system on a time-scale dependent on the kinetic energy. For photon energies well above the ionization potential (~10 eV above ionization potential), the ionization event can be considered to be an instant (sudden approximation) process, taking place in the order of \( 10^{-17} \) s (0.01 fs). In the sudden approximation the electrons do not have time to change their distribution.

Figure 2.1 Schematic representation of the photoemission process. The circles represent the electrons in the core levels.
according to the new final states. Thus, the final states are thought to be populated according to the overlap with the initial state distribution. Since the overlap between the unrelaxed and relaxed orbitals is not perfect; a part of the energy is deposited into low-energy excitations, giving rise to satellite (shake-up) structures in the photoelectron spectrum, in addition to the highest kinetic energy “main” line corresponding to the relaxed case.

The excited electron on the other hand is either trapped in a bound state or leaves slowly (if close to the IP). Here, at so called adiabatic limit, the process is sufficiently slow that the system adjusts to the effective potential in an instantaneous, self-consistent way [16]. The adiabatic limit is a theoretical construct based on the experimental fact that no satellites are found for energies below or close to IP, and the IP is the same as the “main” line measured in the sudden limit of XPS. To understand the energetics of the relaxed electronic states in the presence of a core hole, one often makes use of the equivalent core approximation. In fact, since the remaining electrons do feel the ionization, they reorganize themselves to the new potential. This effect depends on the kinetic energy of the emitted electron. In the case of low kinetic energy, we are in the adiabatic limit in which the N-1 electrons system is left fully relaxed, i.e. in the ionic state with the lowest energy. In this case the ejected electron picks up the full relaxation energy thus increasing its kinetic energy. Large relaxation energy implies that the initial and final state wave functions are very different. The adiabatic approximation is valid in the time regime of 1-0.1 fs.

The fast electronic excitation in XPS can be accompanied by the population of vibrationally excited states. This is due to the Franck-Condon principle which states that the inter-nuclear distance can be assumed to be constant during the fast electronic excitation process. During each absorption event the atoms can thus be assumed to be structurally frozen. If the ground and the core excited state electronic potentials differ, the overlap of the vibrational wave functions is non-zero for not only the lowest vibrational state. In addition to the main line there are vibrational satellites created, with amplitudes related to the corresponding FC factors. Both discrete vibrational excitations and quasi-continuous phonon bands must be considered (e.g. larger molecules and solids).

In a metal, the valence electrons available in the conduction band are very mobile and therefore can flow to the site of the core-hole, screening in this way its positive charge. This means that the core ionized atom is a neutral atom with a core hole, compared to the free atom case whose final state is an ionic state. In the adiabatic limit, the full energy coming from the valence electrons is transferred to the emitted electron. Thus, its kinetic energy is higher than from the atom in its free state, by an amount called inter-atomic relaxation energy.

In the sudden approximation it is expected to see well separated shakeup and shake-off related features in the spectrum as explained before for the free atom case. This does not happen for the atom in the solid because its excited states now form a continuum in the valence band. In this case electron-hole pairs around the Fermi level are excited. These low energy excitations give rise to a low kinetic energy tail to the observed photoemission peak [17]. The most important conclusion of these studies was that the transition metals exhibit larger asymmetry than noble metals. The reason of this is that the transition metals have higher density of states at the Fermi level which results in higher probability of core-hole creation.

### 2.1.1 Photoelectron Cross-section

The total relative intensity of a spectroscopic line is partly dependant on the transition probability, i.e. the photoelectron cross-section, $\sigma$. A starting point for the discussion is Fermi’s golden rule. The phenomenon that some spectroscopic lines have more relative intensity than others can be explained by the overlap between quantum
mechanical wave functions. In general conceptual terms, a transition rate depends upon the strength of the coupling between the initial and final state of a system and upon the number of ways the transition can happen (i.e. the density of the final states). If it is assumed that the wavelength of the radiation is large compared to the dimensions of the excitation volume (i.e. the dipole approximation) the dipole operator, $r$, can be used yielding Eq. 2.4.

$$\sigma \propto \left| \langle \psi_i | r | \psi_f \rangle \right|^2 \delta \left( E_i^{N-1} + E_k - E_i^N - h\nu \right)$$  \hspace{1cm} 2.4$$

In Eq. 2.4 $\psi_i$ is the total initial wave function of the system and $\psi_f$ is the total final wave function of the system. As the equation is written, the total initial wave function includes $N$ electrons in ground state and the total final state wave function includes $N-1$ electrons in a core excited orbital system plus one photoelectron. Depending on the definition of the spectroscopic core line intensity, the right hand side of Eq. 2.4 should be multiplied by the appropriate density of states. Atomic subshell ionization cross sections have been calculated for the pure elements with reasonable accuracy using the dipole approximation. Theory and experiments show that the ionization cross-section is very different between orbitals and depends on the energy of the incoming photon.

2.1.2 Analyzing Photoemission Spectra

Line shape of photoemission spectra can be decomposed into several contributions, the most important being the natural lifetime and the Gaussian broadening.

*Life time broadening*

A photoemission peak has an intrinsic width which is due to the finite lifetime of the core hole. Its decay can be either radiative or non-radiative [18]. These processes involve some of the orbitals that have a lower binding energy than the excited core level. The influence of the chemical surrounding on the decay rate is usually quite small and therefore the intrinsic width is essentially an atomic property. Lifetime of the core hole ($\tau$) is of the order of some femto seconds, the peak will have a natural width of 100-200 meV. This broadening, always present in any photoemission spectrum, is described with a Lorentzian distribution (Eq. 2.5), whose full width at half maximum (FWHM) is denoted with $\Gamma$ and $E_0$ is the position for the maximum intensity $I_0$.

$$I_{\text{Lor}}(E_{\text{kin}}) = I_0 \frac{\Gamma}{2\pi \left( (E_{\text{kin}} - E_0)^2 + \frac{\Gamma^2}{2\pi} \right)}$$  \hspace{1cm} 2.5$$

*Gaussian broadening*

The Gaussian broadening of a core level photoemission peak is mainly given by three contributions namely, the experimental energy resolution, the vibrational and inhomogeneous broadening. The experimental energy resolution is due to the fact that the photon source has a finite line width and the electron energy analyzer has a certain resolving power. The increased energy resolution allows distinguishing very fine structures in the spectra. The vibrational broadening, in molecules or solids, is given by the excitation of low energy vibrational modes in the final state. For solids, while multiple phononic losses end up in the low kinetic energy region of the so-called true secondary electrons, the intrinsic phonons induce a broadening of the photoemission peaks which can, in most cases, be described by a Gaussian distribution [19]. The inhomogeneous broadening is due to the presence in the spectrum of unresolved chemical or structural shifted components. These three effects are represented by a Gaussian distribution with FWHM, $\sigma_{\text{Gaus}}$. 
In the case of a metal, the shape of the peak is the convolution of a Lorentzian lifetime broadening, of a Gaussian broadening plus an asymmetry due to the creation of electron-hole pairs at the Fermi level. The most commonly used line shape in analyzing photoemission spectra from metals is the DS line shape calculated by Doniach and Šunjic [20]. It is obtained by taking the convolution of a singularity function representing the core-hole excitation in metals for a constant density of states around the Fermi level at \(T=0\) K, with the Lorentzian broadening of Eq. 2.5. The calculated intensity is:

\[
I_{DS}(E_{\text{kin}}) = I_0 \frac{\Gamma_E (1-\alpha)}{(E_0 - E_{\text{kin}})^{1-\alpha}} \xi(E_{\text{kin}}) \tag{2.8}
\]

\[
\xi(E_{\text{kin}}) = \cos \left[ \frac{1}{2} \pi \alpha + (1-\alpha) \tan^{-1} \left( 2 \frac{(E_0 - E_{\text{kin}})}{\Gamma} \right) \right] \tag{2.9}
\]

where \(\Gamma_E\) is the so-called \(\Gamma\) function defined as

\[
\Gamma_E(\chi) = \int_0^\infty t^{\chi-1}e^{-t}dt \tag{2.10}
\]

Here, \(\alpha\) is the asymmetry parameter. The \(T=0\) K approximation implies that there are no electron-hole pair excitations in the neutral ground state. At finite temperature the core level should exhibit additional broadening due to thermal excitations of the conduction electrons. However, this effect is quite small compared to the phonon or lifetime broadening and is well approximated with an additional Gaussian broadening. In all the core level lines described in this thesis, dealing with metals like Mo, and oxides like silica and vanadium oxide, the deconvolution of the spectra have been performed using the DS line shape, convoluted with a combined Lorentzian-Gaussian broadening.

**Background subtraction**

Extrinsic inelastic scattering occurs when the photoelectron on its way out of the material is scattered by non-localized electrons or electrons localized at other atoms. If the kinetic energy of the photoelectron is high the probability of forward inelastic scattering is high. This implies that a detected photoelectron can have been scattered one or several times, with some kinetic energy loss for each event. The amount of energy loss for each inelastic scattering event can be viewed as a continuous probability function depending on the kinetic energy of the photoelectron and the type of material. As a result of the inelastic scattering the core level photoemission spectra have a seemingly featureless rising background. Calculation of the background profile under a peak shape that have a width of only a few electron volts can however be performed without significant information loss by using Shirley’s method [21]. In Shirley’s method the spectrum is viewed as a series of discrete intensity measurements called channels. Each channel represents a constant
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spectroscopic binding energy interval. Start and end binding energies for the fit are chosen from “featureless” parts of the spectrum on each side of the peak. If the signal in the \(i\)th channel, \(s_i\), is the sum of a background, \(b_i\), and peak, \(p_i\), Shirley’s method gives:

\[
\begin{align*}
    b_i &= k \sum_{i=1}^{N} p_i \\
    s_i &= b_i + p_i
\end{align*}
\]

In the above Eq. 2.11, \(k\) is a fitting parameter and \(N\) is the number of channels. The numbering of the channels is such that the channel representing the highest binding energy gets the lowest number. Thus, the background rises on the high binding energy side of the peak. The equation system 2.11 is iterated to find the value of \(k\) and the background intensity vector, \(b_i (i = 0-N)\).

2.1.3 Core Level Chemical Shifts

The ability to observe chemical shifts makes core level photoelectron spectroscopy a very powerful technique. From the ground state orbital energy point of view the chemical shifts originate from different bonding structures. For example, an oxidized atom obtains higher core level binding energies compared to the pure element due to the nature of the bonding. An oxidized atom donates one or more valence electrons completely or partly to more electronegative elements. The core level orbitals for the oxidized atom experiences reduced screening from valence orbitals and will therefore be more strongly attracted by the core. This is a quite general behavior that can be observed on many metal atoms where changes in the oxidation state of the metal are usually accompanied by binding energy shifts towards higher binding energies. The chemical shifts span an energy range from a few meV to several eV [22], thus enabling an identification of binding partners and a distinction of single or double covalent bonds.

The chemical shift is given by:

\[
\Delta E_i = E_{tot,A}^f (N-1) - E_{tot,A}^i (N) - E_{tot,B}^i (N-1) - E_{tot,B}^i (N) = \Delta E_{A,B}^f - \Delta E_{A,B}^i \]

where \(A\) and \(B\) denote the system \(A\) and system \(B\) respectively and \(A\), \(B\) the total energy difference between the two systems. It is clear then that the chemical shift is not just an initial state effect but one has to take into account also the system with the core-hole, i.e. the final state effects to achieve a good description of such shifts.

2.2 Low Energy Electron Diffraction

The wavelength of an electron due to the wave-particle duality nature of matter is given by the de Broglie relation:

\[
\lambda = \frac{h}{2m_e E} \]

where \(\lambda\) is the wavelength of the electron wave, \(h\) is the Planck constant, \(m_e\) is the electron mass and \(E\) is the kinetic energy. Similar to photoelectron spectroscopy, an electron with a wavelength on the order of interatomic spacing (~0.1 nm) has a kinetic energy of approximately 150 eV and the resulting high surface sensitivity forms the basis for LEED from solid surfaces. A second feature that contributes to surface sensitivity in LEED is the fact that backscattering probability of electrons is higher than that of forward scattering in the low kinetic energy regime. Electrons with energies in the range 20−400 eV that are elastically backscattered will form a diffraction pattern. The electron beam used at above 50 eV has typically a beam diameter of around 1 mm with a coherence width of approximately
The coherence width of the beam sets the limit for constructive interference and structural domains with a smaller diameter than the coherence width will not constructively add to the diffraction pattern but add diffuse background intensity. The observed diffraction pattern is therefore an ensemble average of structural domains (larger than the incident electron beam coherence width) within the electron beam. With this in mind, it is imperative to realize that the symmetry of the surface atom arrangement is at most the symmetry indicated by the LEED pattern.

A typical LEED arrangement is depicted in Figure 2.2. The electrons pass a lens system which collimates the electron beam. Afterwards the electrons hit the sample surface where they are coherently scattered by the regular arrangement of surface atoms. The diffracted electrons are detected on a fluorescent screen on which the diffraction pattern becomes visible. Electrons are not only elastically scattered but the majority amount loses energy via plasmon, phonon excitation. These electrons contribute to the diffraction pattern by a diffuse background. In order to avoid them the scattered electrons have to pass a retarding field which is applied to the grid. Only elastically scattered electrons pass and are accelerated towards the screen.

In order to be able to interpret the diffraction pattern it is good to recall the concept of reciprocal space which is well known from X-ray diffraction [23]. Here, methods for giving a geometric interpretation of the pattern are presented. This interpretation of the pattern allows finding the surface unit mesh. No information concerning the arrangement of the atoms in the unit mesh can be derived from this simple interpretation. In 2D space the 2D reciprocal space is spanned by the two unit vectors of the reciprocal unit mesh:

\[ \vec{a}_1^* = 2\pi \frac{\vec{a}_2 \times \vec{n}}{\vec{a}_1(\vec{a}_2 \times \vec{n})}, \quad \vec{a}_2^* = 2\pi \frac{\vec{a}_1 \times \vec{n}}{\vec{a}_2(\vec{a}_1 \times \vec{n})} \]

where \( \vec{a}_1^* \) and \( \vec{a}_2^* \) are first and second reciprocal space unit vectors, respectively. \( \vec{n} \) is the vector normal to the surface. This also means:

\[ \vec{a}_i^* \cdot \vec{a}_j^* = 2\pi \delta_{ij} \]

\[ |\vec{a}_i^*| = 2\pi \frac{1}{|\vec{a}_i| \sin \gamma} \quad \text{and} \quad |\vec{a}_i^*| = 2\pi \frac{1}{|\vec{a}_j| \sin \gamma} \]
where \( \gamma \) is the enclosed angle between \( \mathbf{a}_1 \) and \( \mathbf{a}_2 \). This construction is very useful upon considering the two-dimensional Laue conditions which state:

\[
\mathbf{a}_1 \Delta \mathbf{k} = 2\pi h \quad \text{and} \quad \mathbf{b}_1 \Delta \mathbf{k} = 2\pi k
\]

with \( \Delta \mathbf{k} = \mathbf{k}' - \mathbf{k} \). They principally represent the conservation of energy and momentum between the incident wave vector \( \mathbf{k} \) and the emerging wave vector \( \mathbf{k}' \). These equations can be fulfilled whenever \( \Delta \mathbf{k} \) equals a reciprocal lattice vector \( \mathbf{G} \). In other words: Every point in the diffraction pattern corresponds to a reciprocal lattice vector or more theoretically: The diffraction pattern is the Fourier transformation of the surface structure in real space. By back transforming the reciprocal lattice via Eq. 2.14, 2.15, and 2.16, it is possible to analyze the surface structure.

Looking at clean non-reconstructed surfaces without any adsorbates gives a rather simple diffraction pattern. An overlayer structure with a rather large unit mesh and various domains may generate a complicated pattern. Domains are a form of long range imperfection in which distinct patches of the surface coexist. These different patches have mutually identical structures but they do not mesh together without breaks in the periodicity. Thus, domain boundaries occur over which the periodicity is broken. Here, it is time to introduce the matrix presentation of superstructures. If \( \mathbf{b}_1 \) and \( \mathbf{b}_2 \) are the overlayer unit cell vectors they can be built up by the substrate unit cell vectors \( \mathbf{a}_1 \), \( \mathbf{a}_2 \):

\[
\mathbf{b}_1 = m_{11} \mathbf{a}_1 + m_{12} \mathbf{a}_2, \quad \mathbf{b}_2 = m_{21} \mathbf{a}_1 + m_{22} \mathbf{a}_2
\]

\[
M = \begin{pmatrix} m_{11} & m_{12} \\ m_{21} & m_{22} \end{pmatrix}
\]

The matrix \( M \) determines the superstructure of the unit cell in the most general form. The indices \( m_i \) can be drives by simple trigonometric considerations:

\[
M = \begin{pmatrix} \frac{|b_1|}{|a_1|} \cos \beta - \sin \beta \cot \gamma & \frac{|b_1|}{|a_1|} \sin \beta \\ \frac{|b_2|}{|a_1|} \cos (\beta + \gamma) - \sin (\beta + \gamma) \cot \gamma & \frac{|b_2|}{|a_1|} \sin (\beta + \gamma) \end{pmatrix}
\]

The meaning of the variables in Eq. 2.20 is illustrated in Figure 2.3.

Irradiation of surface structures and especially adsorbates by low energetic electrons may destroy the structures or lead to electron stimulated desorption. Therefore care must be taken when investigating delicate samples, i.e. low beam currents and short exposure.
times. No information about exact atomic positions (e.g. adsorption sites) can be retrieved from the observed LEED pattern in itself. This is so because it is translationally invariant to the origin of the surface net. However, due to the very strong electron-matter interactions at low kinetic energies, which are the foundation for the surface sensitivity in the first place, multiple scattering events are highly probable and lead to intensity modulations of observed LEED spots as a function of kinetic energy of diffracting electrons. From the energy dependence of LEED spot intensities structural information can be obtained utilizing multiple scattering reconstructions of the energy dependence. For a more in-depth discussion on this topic, see ref. [24].

2.3 Scanning Tunneling Microscopy

The Scanning tunneling microscope was invented in 1981 by G. Binnig and H. Rohrer [25, 26] and within a few years it emerged to one of the most widely used tools in surface science. The STM makes use of the quantum mechanical tunnel effect: A sharp metallic tip is positioned a few Angstrom over a conductive surface and a voltage in the order of 1 V is applied. The potential barrier between tip and surface is larger than the electrons energy, thus forbidding a current flow in the classical picture. Nevertheless, the electronic wave functions of tip and surface, decaying into the junction gap, overlap each other, leading to a finite probability of tunneling for the electrons. The tunnel current is usually in the order of pico to nano Ampere (pA to nA) and depends exponentially on the distance between tip and sample, changing about one order of magnitude with 0.1 nm change in the tip-sample distance.

As shown in Figure 2.4, the instrument essentially consists of two electrodes: a sample and a tip, which can be scanned over the sample. In the typical working mode (called constant-current-mode) the tip is scanned line wise over a region of the surface and the tunneling current is kept constant by regulating the tip height (z) through a feedback loop. A map of the surface is obtained by assigning to each lateral x/y-position of the scanned region the tip height z(x,y). In this mode the tip follows roughly the corrugation of the surface, creating a nearly topological map. However, the STM image is also influenced by electronic effects. More precisely the tip moves on a surface of constant local density of states (LDOS) close to the Fermi energy. In general it is not trivial to distinguish between topologic and electronic effects.

Figure 2.4 STM instrumental apparatus.
In order to achieve high spatial resolution, the demands on stability and precision of the tip movement are extreme. For the tip positioning, piezoelectric crystals, called piezos in the following, are employed. These are materials which deform in dependence on the applied voltage. Microscope used to study surfaces in this thesis hangs at springs and is damped by an eddy current break. Furthermore, the whole STM chamber rests on pneumatically damped feet. Typically the lateral resolution is in the order of 1 Å and the vertical resolution is in the order of 1 pm.

2.3.1 Theoretical Description of the Tunneling Process

A variety of theories have been developed to describe the tunneling process taking place in STM. The fundamental works will be briefly reviewed in the following. In a first schematic approach, the tunnel-effect is treated one dimensionally and time-independent. In this approximation, the problem can be solved analytically. The elastic tunneling of an electron of energy $E$ through a constant potential barrier $V_0$ can be described by a stationary Schrödinger equation:

$$
\frac{1}{2m} \left( \frac{\hbar}{i} \frac{\partial}{\partial x} \right)^2 + V(x) \Psi(x) = E \Psi(x)
$$

Inside the metal, the electron is treated as a free particle, while in the tunneling region (barrier of length $s$) the potential is higher than the energy of the electron:

- $V(x) = 0$ for $x \notin [0,s]$ (inside the metal),
- $V(x) = V_0$ for $x \in [0,s]$ (inside the barrier).

The solutions have the form:

$$
\Psi(x) = \exp(\pm ikx) \text{ with } k = \sqrt{\frac{2m(E)}{\hbar^2}} \text{ for } x \notin [0,s] \text{ and }
$$

$$
\Psi(x) = \exp(\pm i\kappa x) \text{ with } \kappa = \sqrt{\frac{2m(V_0 - E)}{\hbar^2}} \text{ for } x \in [0,s]
$$

An incident wave is partly reflected and partly transmitted by the barrier and the transmission coefficient $T$ can be determined by wave-matching of the amplitude and the first derivative. Energy diagram and wave functions are shown schematically in Figure 2.5. For the transmission coefficient one obtains:

$$
T = \frac{1}{1 + \frac{(k^2 + \kappa^2)^2 \sinh^2(ks)}{4k^2\kappa^2}}
$$

For a large barrier ($s\kappa \gg 1$), $T$ can be approximated [27] as:

$$
T \approx \frac{16k^2\kappa^2}{(k^2 + \kappa^2)^3} \exp(-2\kappa s)
$$

This result shows the exponential relation between transmission coefficient and tunneling distance $s$ and yields to the exponential dependence of the tunneling current, which is proportional to the transmission coefficient, on the tip-sample distance. This exponential dependence is the fundament for the high spatial resolution of the scanning tunneling microscope.

The solution can be expanded to a non-constant potential $V(x)$, yielding the transmission coefficient

$$
T \equiv \exp\left[-\frac{2}{\hbar} \int \sqrt{2m[V(x) - E]} \, dx\right]
$$
However, a three-dimensional treatment is required to describe the tunneling geometry to treat the problem as a time-dependent perturbation. The transmission probability from an unperturbed state on one side of the barrier to an unperturbed state on the other side, considering the tunneling region as a perturbation, is calculated in analogy to Fermi’s Golden rule. The transition probability from the tip state $\psi_t$ to the sample state $\psi_s$ is called the tunneling matrix element $M_{ts}$:

$$M_{ts} = -\frac{\hbar^2}{2m} \int \psi_t^* \nabla \psi_s - \psi_s \nabla \psi_t$$

The integration is done over a surface $S$ between tip and sample, through which the entire tunneling current flows. The transition rate is $|M_{ts}|^2$. For the tunneling current one obtains:

$$I = \frac{2\pi e}{h} \sum_{t,s} \left[ f(E_t)(1 - f(E_s + eV)) - f(E_s + eV)(1 - f(E_t)) \right] \times |M_{ts}|^2 \delta(E_t - (E_s + eV))$$

where $f(E)$ are the Fermi functions and $E_t$ and $E_s$ are the energies of the unperturbed wave functions of tip and sample, respectively. The Fermi functions enter here because only tunneling from an occupied to an unoccupied state is allowed. As electrons can tunnel in both directions, from tip to sample and from sample to tip, partly compensating each other, the tunneling matrix element has to be summed over all possible tip and sample states. The delta function is expression of energy conservation during the tunneling process.

Tersoff and Hamann [28] calculated the tunneling current in case of STM and allowed the theoretical interpretation of STM images. They assumed the relatively simple geometry of a spherical tip and a plane substrate (Figure 2.6), therefore using s-like wavefunctions (angular momentum quantum number $l = 0$) for the tip.

In the limit of small voltage ($V \to 0$) and low temperature ($T \to 0$) Eq. 2.28 reduces to:

$$I = \frac{2\pi e^2}{h} V \sum_{t,s} |M_{ts}|^2 \delta(E_s - E_{t_f}) \delta(E_t - E_{t_f})$$
However, to calculate the tunneling matrix element, the wave-functions of sample and tip have to be defined. The sample wave-function is assumed to decay exponentially outside the metal and to propagate freely parallel to the surface. The decay rate $\kappa$ outside the metal depends on the work function of the metal $\Phi$. Assuming the s-like wave function of the spherical tip with radius $R$ at position $r_0$, the matrix element can be calculated:

$$M_{ts} = \frac{2\pi\hbar^2}{m} \Omega^{-1/2} \text{Re} \exp(\pi R) \sum_{s} |\psi_s((\overrightarrow{r}_0))|^2 \delta(E_s - E_v) \quad \text{with} \quad \kappa = \frac{\sqrt{2m\Phi}}{\hbar}$$

where $\Omega$ is the volume of the sample. Using Eq. 2.29 the tunneling current is evaluated. One obtains:

$$I = \frac{32\pi^3 e^2 V \Phi R^2 \exp(2\pi R)}{\hbar^4} D_s(E_F) \sum_{s} |\psi_s((\overrightarrow{r}_0))|^2 \delta(E_s - E_v)$$

where $D_s(E_F)$ is the density of states per unit volume of the tip at the Fermi energy $E_F$. The sum in Eq. 2.31 is identified as the local density of states at $E_F$ of the sample at the position of the tip. This is often referred to as local density of states (LDOS):

$$\rho(\overrightarrow{r}_0, E_F) = \sum_{s} |\psi_s((\overrightarrow{r}_0))|^2 \delta(E_s - E_v).$$

Substituting typical values in Eq. 2.31 one obtains

$$I = 0.1R^2V \exp(2\pi R) \rho(\overrightarrow{r}_0, E_F)$$

where the distance is in a.u. and energy in eV. This result means that the STM is measuring the contour of constant LDOS of the sample. Since

$$|\psi_s((\overrightarrow{r}_0))|^2 \propto \exp(-2\kappa(R + s))$$

One obtains once again the exponential distance dependence for the tunneling conductance $\sigma_t$, i.e.

$$\sigma_t \propto \exp(-2\kappa s)$$

Substituting a typical metal work function of $\Phi = 4.5 \text{ eV}$, one can estimate the tunneling resistance as

$$R \propto \exp(\Lambda s)$$

With $\Lambda = 2.18$ and $s$ in Å, showing that $R$ increases approximately one order in magnitude, when $s$ increases 1 Å. In combination with the contact resistance $R_0$ (corresponding to $s = 0$), which can be experimentally measured, the tip height can be approximately estimated for a given tunneling resistance, obtaining.
\[ s \approx \log\left(\frac{R}{R_0}\right), \] 

With \( s \) in Å, where the contact resistance on the metal surfaces is typically \( R_0 \approx 10k\Omega \) [29].

### 2.4 Infrared Reflection Absorption Spectroscopy

The use of vibrational spectroscopy to study surface bound species, as well as interfacial reactions, is well established [30-32]. The well-ordered model surfaces are prepared on metal substrates and thus, the reflective nature of the metal interface permits reflectance methods to be utilized in the analysis of surface bound species. The molecular geometry and chemical environment, as well as identity, of adsorbates on surfaces can be determined from this powerful spectroscopic technique. For the thin films on metal substrates, the method involves an incident IR beam penetrating the thin film, followed by reflection at a metal surface and the subsequent retransmission through the film, before the beam enters the detector. An analysis of the reflected beam provides information on the molecular vibrations in the surface film and can be used to identify the surface species.

The IR process is governed by a direct absorption of a photon (usually from the vibrational ground level) to an excited state. The transition moment for a transition between lower and upper vibrational wave functions \( \psi'' \) and \( \psi' \) can be given by

\[
R_v = \int \psi' \mu \psi'' \, dx
\]

where x is \((r-r_e)\), the displacement of the internuclear distance from equilibrium. For example, the dipole moment \( \mu \) is zero for a homomolecular diatomic in the gas phase, resulting in \( R_v = 0 \) and all vibrational transition being forbidden. For a heteronuclear diatomic molecule dipole moment is nonzero and varies with x. This variation can be expressed as a Taylor series expansion

\[
\mu = \mu_e + \left(\frac{d\mu}{dx}\right)_e x + \frac{1}{2!}\left(\frac{d^2\mu}{dx^2}\right)_e x^2 + \ldots
\]

where the subscript 'e' refers to the equilibrium configuration. The transition moment of Eq. 2.38 now becomes

\[
R_v = \mu_e \int \psi' \psi'' \, dx + \int \psi' x \psi'' \, dx + \ldots
\]

Since \( \psi'' \) and \( \psi' \) are eigenfunctions of the same Hamiltonian, when \( v' \neq v'' \),

\[
\int \psi' \psi'' \, dx = 0
\]

Then Eq. 2.40 becomes,

\[
R_v = \left(\frac{d\mu}{dx}\right)_e \int \psi' x \psi'' \, dx + \ldots
\]

In the case of \( \Delta v = \pm 1 \), a selection rule applies in IR spectroscopy that the dipole moment \( \mu \) must alter with respect to the normal coordinate x during a vibration, which is formalized in Eq. 2.43,

\[
\frac{d\mu}{dx} \neq 0
\]

 Needless to say, the frequency of the incident light has to match a vibrational transition frequency to induce IR absorption. In the specific case of IRAS, an additional requirement denoted as the “metal surface selection rule” (MSSR) also applies [31].
rule stresses that a component of the dipole derivative is required to be along the surface normal in order to activate a molecular vibration. The origin of this selection rule stems from the fact that radiation polarized perpendicular to the plane of incidence (s-polarized) undergoes a phase shift of approximately 180° upon reflection from a metal surface, with the concomitant cancellation of an s-polarized electric field in the surface region. Therefore vibrations aligned along the surface plane will not give rise to any signal in an IRA spectrum. The interaction of p-polarized light with the metal surface is markedly different, since the phase shift is dependent on the angle of incidence, with a constructive interference prevalent for high angles of incidence, measured from the surface normal [31]. Figure 2.7 summarizes components of polarized light on a planar surface. The s-polarized light only has a component parallel to the surface in the y direction (S), but the p-polarized radiation has components that are parallel (Pp) and perpendicular (Pn) to the substrate. The electric field vector of the impinging IR beam, that is normal to the surface, excites dipole-active vibrational modes of surface bound molecules. The perpendicularly polarized radiation, when reflected from the surface, results in a net doubling of the electric field vector amplitude. Therefore, only surface bound molecules with active IR modes that have a portion of their transition dipole moment perpendicular to the surface will be observed in IRA spectra. In addition to this surface selection rule, Greenler [31], using Maxwell’s equations, determined that the p-polarized component of electromagnetic radiation that is perpendicular to the surface reaches a maximum at grazing angles of incidence ($\alpha$). Therefore, IRAS experiments are performed using IR radiation at or near an incident angle of 84°. By employing the surface selection rule, the orientation of the adsorbed molecules can be deduced [33].

Fourier transform techniques are used to generate spectra. In the course of spectral generation, an interferogram of sample signal is collected using a Michelson interferometer, which measures all of the infrared frequencies simultaneously by dividing a beam of radiation into two paths and then recombining the two beams after a path difference has been introduced. A condition is thereby created under which interference between the beams can occur. A sample form of the Michelson interferometer is shown in Figure 2.8. It consists of two mutual perpendicular plane mirrors, one of which can move along an axis that is perpendicular to its plane. The movable mirror is moved at a constant velocity. Between the fixed mirror and movable mirror is a beam-splitter, where beam of a radiation from an external source (a SiC glowbar) can be partially reflected to the fixed mirror and partially transmitted to the movable mirror. After the beams return to the beam splitter, they interfere and are again partially reflected and partially transmitted. Because of the
effect of interference, the intensity of each beam passing to the detector and returning to
the source as a function of the path difference ultimately yields a spectral information.
Then, the spectrometer acquires and digitizes the interferogram and performs a
mathematical function known as a Fourier transform. This function deconvolutes all
individual cosine waves that contribute to the interferogram. The result of the
transformation is a plot of intensity versus wavelength or frequency.

2.5 Surface Processes

As the atom/molecule approaches the solid surface from gas-phase the interaction
with the surface starts becoming non-negligible. Depending on the nature of the
interaction-potential there is a certain probability that the atom/molecule is not
immediately scattered back into the gas-phase but comes to reside at the surface. The
probability of this event is referred to as the sticking coefficient (S) and takes a value from
0 to 1 where the value of 1 means that all atoms/molecules impinging the surface spend
significantly longer time at the surface compared to in the direct scattering process. Once
adsorbed a wealth of surface phenomena can occur such as:
• diffusion at the surface
• surface reaction, e.g. association with another adsorbate (or entity of the solid
  surface) or
dissociation
• desorption of the original molecule or product of surface reaction

In this section only the very basics of adsorption, desorption and surface reaction
kinetics will be covered. For a more thorough and proper treatment see e.g. textbooks by
Chorkendorff-Niemantsverdriet [34] and Masel [35].
2.5.1 Adsorption Kinetics

The rate of adsorption is governed by the rate of impingement of molecules at the surface and the sticking coefficient. The impingement rate or flux (F) of molecules striking the surface per unit area is given by the Hertz-Knudsen equation:

\[ F = 3.51 \times 10^{21} \frac{T}{\sqrt{MT}} \]

where \( M \) is the average molar weight of the impinging species and \( T \) is the absolute temperature. The rate of adsorption (\( R_{\text{ads}} \)) is simply

\[ R_{\text{ads}} = F \times S \]

It is essential here to mention that \( S \) has dependence on the temperature of the substrate as well as on the temperature of the incoming molecule, but more importantly it strongly depends on the number of available adsorption sites at the surface, decreasing with decreasing number of available adsorption sites. In the case of high availability of surface adsorption sites, and low temperatures at which adsorbate can form condensed multilayers, one can assume \( S \) to be essentially constant.

2.5.2 Physisorption and Chemisorption

There are two principal modes of adsorption and they are physisorption and chemisorption. Physisorption is a weak bonding, typically around 0.2 eV and below, characterized by the lack of a true chemical bond between adsorbate and surface, i.e. no electrons are shared, not saying that there can not be significant electron rearrangement in the molecule upon adsorption. The energetic contributions to this mode of adsorption is the van der Waals interaction (attractive but the weakest form of bonding) and a repulsive part originating from the kinetic energy increase of electrons in atoms at short distances from each other as a result of the Pauli exclusion principle. The repulsive part is generally referred to as “Pauli repulsion”. Chemisorption includes also all other types of interactions resulting in a stronger net chemical bonding to the surface compared to physisorption.

Activation barriers

So far we have not considered the energetics of different possible surface processes. The dynamics involved in changing from one state to another is determined by the potential energy landscape in which the system evolves. The trajectory (time evolution) of e.g. a diatomic molecule in the potential energy landscape at the solid surface is referred to as the reaction coordinate.

In Figure 2.9 very simplified potential energy curves for a generic diatomic molecule approaching and interacting with a solid surface are shown. Initially upon approaching the surface from the gas-phase the weak Van der Waals interaction sets in. If the molecule can loose kinetic energy upon interacting with the surface, it may be trapped in the weak attractive potential and become physisorbed at the surface. The energy of adsorption, \( E_{\text{phys}} \), is here the energy change upon adsorption. It is a negative value since it follows from a net attractive interaction.

Through substantial charge rearrangement in the molecule and the surface, the molecule may form a proper chemical bond to the surface and become chemisorbed with adsorption energy \( E_{\text{chem}} \). Following the minimum energy path, shown as the thicker solid line in Figure 2.9, from the bottom of the well of the physisorbed state to the associatively (not dissociatively) chemisorbed state we note there to be a small energy barrier to be overcome. The barrier between the physisorbed state and the chemisorbed state is usually
small but system-dependent. Molecular chemisorption may occur directly from gas-phase without passing through a physisorbed precursor-state.

Breaking the intra-atomic bond in the molecule requires a supply of energy allowing for the substantial charge rearrangement necessary. Approaching from gas-phase towards the dissociated state the molecule encounters a larger energy barrier, $E_{a}^{\text{dis}}$, which needs to be overcome. As shown in Figure 2.9, the curve crossing between the potential energy curves here is above the “zero energy” of the system which means that there is a direct “activation barrier” towards dissociative adsorption and dissociation can therefore not proceed barrierlessly from gas-phase. As shown in Figure 2.9, depending on the adsorption strength of the two adsorbed atoms to the surface ($E_{\text{ads}}^{\text{dis}}$), i.e. the depth of the dissociative chemisorption potential well (solid and dashed lines), there will be differences in the magnitude of the activation barrier ($E_{a}^{\text{dis}}(1)$ or $E_{a}^{\text{dis}}(2)$) as the position of the curve-crossing shifts. The dissociation process may even proceed barrierlessly if the potential energy curve-crossing occurs near or below the “zero energy” of the system.

One can also draw conclusions about desorption phenomena. The energy required, i.e. the activation barrier, for desorbing the two atoms, $E_{a}^{\text{dis}}$, generated from the dissociation process depends on the depth of the potential-well and the position of the curve-crossing. For the case of the physisorbed and associatively chemisorbed molecule we see that the activation barrier to desorb from the surface $E_{a}^{\text{des}}$ is equivalent to $-E_{\text{ads}}$. In some cases there is an activation barrier from physisorption to associative chemisorption but this barrier is often very small compared to the chemisorption energy so the relationship

---

Figure 2.9 Schematic and simplified potential energy diagram for the interaction of a diatomic molecule, $X_2$, approaching and interacting with a surface. At first upon approaching, Van der Waals interactions may attract the molecule into a weakly bound, physisorbed, state. From this physisorbed state it may proceed into an associative (non-dissociated) chemisorbed state. If the activation barrier $E_{a}^{\text{dis}}$ is overcome the molecule may dissociate into two chemisorbed atoms. The energy required to desorb these atoms again is $E_{a}^{\text{des}}$. Also shown are the corresponding adsorption energies, $E_{\text{ads}}$, for the physisorbed and associatively chemisorbed states.
\[ E_{a}^{\text{des}} \sim -E_{\text{ads}} \]

is very often a good approximation.

In the end, we realize that what determines the potential energy landscape in which adsorbates move on a surface is the nature of interaction between the electronic structure of the adsorbate and solid surface, i.e. the chemical bonding.

### 2.6 Temperature Programmed Desorption

#### 2.6.1 Fundamental Aspects

Temperature programmed desorption, also named thermal desorption spectroscopy (TDS), was introduced by Langmuir [36] and is an extensively used since experimentally relatively simple technique in surface science and catalysis [37-40]. TPD is often employed for determining coverages and for evaluating activation energies and frequency factors of desorption. After appropriate calibration, it is also possible to measure absolute coverages and sticking coefficients with high accuracy. Within the framework of suitable models, adsorbate-substrate binding energies and entropies can be calculated.

In a TPD experiment, adsorbate-covered sample is heated with a defined heating rate, \( \beta = \frac{dT}{dt} \), from a temperature below to a temperature above the expected desorption temperature of the adsorbate, and simultaneously detect the partial pressures, \( p_i \), of the desorbing species with a mass spectrometer. In a pumped recipient, we obtain curves \( p_i(t,T) \) with one or more maxima, the thermal desorption spectra.

A frequently used basis for the evaluation of kinetic parameters from thermal desorption spectra is the Polanyi-Wigner equation 2.47 [35]:

\[
R_{\text{des}} = -\frac{d\theta}{dt} = -\frac{d\theta}{dT} \frac{dT}{dt} = -\frac{d\theta}{dT} \beta = \nu_n \theta^n \exp\left(-\frac{E_{a}^{\text{des}}}{RT}\right)
\]

with the coverage \( \theta \), the frequency factor \( \nu_n \), the desorption order \( n \), and the desorption activation energy \( E_{a}^{\text{des}} \).

The parameters \( E_{a}^{\text{des}}, n, \) and \( \nu_n \) should generally be considered as functions of coverage and may in cases of complex kinetics (e.g., a phase equilibrium on the surface) also depend on desorption temperature, which is a function of the heating rate. That means that desorption parameters can depend on the conditions of the TPD experiment.

Within the general limitation of kinetic measurements, proposed mechanisms can only be excluded, not be proven, TPD is also a method suitable for investigating desorption mechanisms. The desorption order, if interpreted as the molecularity of an elementary reaction, allows insight into the nature of the rate-limiting step of the desorption process, which is, from the kinetic point of view, in general a consecutive reaction. From the molecularity of the desorption process one can often draw conclusions about the state of the adsorbate itself. To give an example, a desorption order of two suggests a bimolecular reaction as rate-limiting step, e.g., the combination of two fragments. If the desorbing molecule is of the type \( X_2 \), than a species \( X(ad) \) is likely to exist on the surface. In contrast, in the case of an adsorbate species \( X_2(ad) \) we expect a first-order desorption kinetics.

#### 2.6.2 Evaluation of the Desorption Activation Parameter \( E_{a}^{\text{des}}, n, \) and \( \nu_n \)

In the literature, several methods for evaluating the desorption activation parameters \( E_{a}^{\text{des}}, n, \) and \( \nu_n \) have been described [41]. These methods can be arranged according to the fraction of each spectrum employed for the data evaluation: a single point,
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a small part of the curve, or the whole curve. In the same order, the methods become increasingly sensitive towards errors and inconsistencies of the measurement, e.g., erroneous over-crossing of the curves, background intensity, temperature errors, variations of the heating rate, etc.

**Heating rate variation and Redhead’s formula**

The temperature of maximum desorption, $T_{\text{max}}$, measured as a function of the heating rate, allows the determination of $E_{\text{a}}$, and $v_n$ if the desorption order $n$ is known. Using only one point of each peak, this method is not economical in respect of the data material, but it easily manages overlapping peaks. Therefore, it is particularly attractive for studies in which the substrate provides several desorption states which are saturated, for example in supported catalysts. The method requires a number of spectra taken for the same initial coverage, but at different heating rates. In the following, we derive a relation between $T_{\text{max}}$, $\beta$, and the activation parameters $E_{\text{a}}$, $n$, and $v_n$ under the assumption that the latter are independent of coverage or temperature.

Differentiation of 2.47 with respect to temperature and setting the result equal to zero yields the following equation containing the temperature at maximum desorption $T_{\text{max}}$:

$$\frac{E_{\text{a}}}{RT_{\text{max}}^2} = \frac{v_n}{\beta} \Theta_{\text{max}} \exp \left( - \frac{E_{\text{a}}}{RT_{\text{max}}} \right)$$

with $\Theta_{\text{max}} = \Theta(T_{\text{max}})$. This equation can be arranged as follows:

$$\ln \left( \frac{\tilde{T}_{\text{max}}^2}{\beta} \right) = \frac{E_{\text{a}}}{RT_{\text{max}}} + \ln \left( \frac{\tilde{E}_{\text{a}}}{\tilde{v}_n R_n} \right) + (1-n) \ln \Theta_{\text{max}}$$

The tilde denotes division by an appropriate unit. According to Eq. 2.49, plots of $\ln(\tilde{T}_{\text{max}}^2 / \tilde{\beta})$ vs. $1/T_{\text{max}}$ are linear if the desorption behavior is consistent with Eq. 2.47 and if the activation parameters are constant. From the slope and intercept of the best fit, the desorption energies $E_{\text{a}}$ and the frequency factors $v_n$ can be determined. This method is particular convenient for first-order desorption, since the coverage-dependent term on the right hand side of Eq. 2.49 vanishes for $n=1$. Redhead [42] proposed a relation for estimating desorption energies from a single thermal desorption trace. The formula simply converts $T_{\text{max}}$ into $E_{\text{a}}$ for first-order desorption. The only requirement – and the main source of error – is a reasonable estimate for the frequency factor $v_1$. Rearranging Eq. 2.48 for $n=1$ one can obtain:

$$E_{\text{a}} = RT_{\text{max}} \left[ \ln \frac{v_1 T_{\text{max}}}{\beta} - \ln \frac{E_{\text{a}}}{RT_{\text{max}}} \right]$$

The second term in the brackets is small compared to the first one and is approximated by $\ln(E_{\text{a}} / RT_{\text{max}}) = 3.64$, leading to an error $\leq 1.5\%$ for $10^8 < v_1 / \beta < 10^{13}$ K$^{-1}$.

Sometimes, zeroth order processes occur. This is the case whenever the concentration of the adsorbed particles is not rate-limiting for the desorption reaction, for example, if the condensed multilayers of adsorbate grown on a substrate are removed. We then have from Eq. 2.47, by letting $n = 0$, the simple exponential relation for the rate of desorption:

$$- \frac{d\Theta}{dT} \beta = v_0 \exp \left( - \frac{E_{\text{a}}}{RT} \right)$$

which states that regardless of the initial coverage there is a single exponential function, which describes all desorption curves. Once he surface particle reservoir is exhausted, the rate simply returns to zero, which is seen experimentally as a cut-off the high temperature
site of the spectra. In Chapter 5, kinetics of water desorption from the surface of silica thin films will be discussed in detail.

Leading edge analysis

The leading edge analysis, as suggested by Habenschaden and Küppers [43], allows to evaluate coverage-dependent (and even temperature-dependent) activation parameters. In order to fix $\theta$ and $T$ at the same time, the analysis is carried out for a small section on the low-temperature side of each spectrum. For this section, $\ln (\tilde{R}_{\text{des}})$ is plotted vs. $1/T$. According to Eq. 2.47, rearranged to

$$\ln \tilde{R}_{\text{des}} = -\frac{E_{d}}{RT_{\text{max}}} + \ln \tilde{\nu}_{\text{a}} + n \ln \theta$$

this procedure should result in a straight line with the slope $E_{d}/RT_{\text{max}}$ and an intercept that depends on $\nu_{\text{a}}$. The analyzed section was limited by the condition that only $\leq 5\%$ of the initial coverage were allowed to desorb.
CHAPTER 3

INTERACTION OF OXYGEN WITH Mo(112): FORMATION OF A SURFACE OXIDE

Understanding the oxidation pathways of metallic surfaces remains one of the challenges of today’s surface science. The oxidation process to a higher or lower extent occurs for all metals, significantly changing the properties from those of the original material. This important but complicated process proceeds in several stages, beginning with the dissociation of the oxygen molecule above or at the surface and ending with the restructured bulk oxide. Obtaining a detailed understanding of the atomic-scale processes involved as well as of the detailed atomic geometry of the oxide layers formed is therefore a very important task.

The interplay between chemisorption, subsurface diffusion and oxidation is certainly one of the key issues in interaction of oxygen with metal surfaces. The general trend of oxygen interacting with the surface sites follows a delicate balance of reaching the optimum electron density offered by the metal surface and minimizing the Pauli repulsion between the metal and the oxygen atom charge density [44]. If oxygen is coordinated to many metal atoms the optimum electron density is provided at a larger bond lengths which in turn minimizes the Pauli repulsion making this adsorption site favorable. Obviously, each metal (or more specifically transition metal) has different affinity towards oxygen. Depending on the adsorption energy of oxygen and the surface free energy of the metal substrate, non-reconstructive or reconstructive adsorption may take place. Oxygen adsorption on the hexagonal fcc(111) and hcp(0001) surfaces are accompanied by substantial displacements of metal atoms in the top two layers [45], which is indicative of a quite strong bonding and which demonstrates that the substrate surface participates actively in the chemisorption process in order to optimize the electronic environment for the oxygen atom, however these close-packed surfaces of metals do not experience severe reconstruction [46-50]. The fcc(110) surfaces, which are more open as compared to fcc(111) and contain furrows propagating in one dimension, are well known for their strong tendency to reconstruct. For example, upon exposure to oxygen, Ni(110) [51], Cu(110) [52, 53], Ag(110) [54], and Fe(211) 1 [55] undergo missing-row type of reconstructions. Depending on the lateral interactions between adatoms, surface reconstructions parallel or perpendicular to the direction of furrows may occur.

1 Structures of fcc(110) metal surfaces are similar to that of (211) surfaces of bcc metals.
The initial stage of the surface oxidation is generally assumed to proceed via the formation of a chemisorbed oxygen monolayer, followed by the nucleation, growth, and coalescence of two-dimensional oxide islands. The growth of the oxide phase is governed by kinetic limitations since the dissociation tendency of transition metal surfaces decreases steeply on approaching the saturation coverage of chemisorbed oxygen. The binding energy per O atom decreases with increasing oxygen uptake beyond the saturation coverage [56], so that incorporation into the subsurface region may become energetically favorable. On many surfaces, an intermediate surface oxide phase precedes the formation of the two-dimensional oxide film. The examples include structures on the (111) surfaces of silver, copper, and palladium, and the oxygen-induced missing-row reconstructions of the (110) surfaces of copper, nickel, and silver [57-59]. Other surfaces such as Ni(001) and Al(111) oxidize directly from the chemisorbed state [60]. Pd₅O₄ has been suggested as the phase of the two-dimensional surface oxide forming on Pd(111) prior to formation of bulk PdO which is the stable phase observed at oxygen pressures close to ambient [61]. Similar trends have been observed on Rh(111) [62], Pd(100) [63], Ru(0001) [64], and Ag(111) [65] surfaces where oxygen incorporation into the sub-surface region starts at essentially the same coverage as formation of the surface oxide. In these examples, the role of subsurface oxygen has been considered as a metastable precursor in the oxidation process of the surface. The formation of an aligned O-TM-O trilayered structure (TM=Ru, Rh, Pd, Ag) together with an efficient coupling to the underlying substrate has been suggested to be key ingredients in this surface oxide formation phenomena [66].

Early transition metals like tungsten and molybdenum interact with oxygen more strongly. The most of the previous works has been concentrated on tungsten, in particular O-W(110) [67] and O-W(100) [68] systems. Similarly, (111), (110) and (100) terminations of molybdenum metal have received more attention than (112) termination in terms of their reactivity towards oxygen. A massive surface reconstruction has been the common observation for oxygen covered Mo(110) and Mo(100) surfaces, the extent of which indeed strongly depends on the oxygen coverage [69, 70]. On more open Mo(112) surfaces, various surface structures induced by oxygen adsorption have been observed depending on the experimental conditions. The examples include p(3×9) [71], p(6×12) [71], p(1×2) [72, 73], p(1×3) [73], p(2×1) [74], c(4×2) [74] and p(2×3) [75] structures. The oxygen-induced p(1×3) structure has been postulated as a precursor for the epitaxial formation of MoO₂(100) [73]. Even for the simplest p(1×2) phase, several models have been proposed based either on experimental data [72, 73] or theoretical calculations [76] involving both unreconstructed and reconstructed surface structures. Similarly, for p(1×3)- and p(2×3)-Mo(112) structures, oxygen induced reconstructions have been postulated. As compared to the behaviors observed on the surfaces of late transition metals, the situation is further complicated due to the fact that the formation of surface oxide at relatively lower temperatures may occur through intermediate phases, and bulk oxide layers may grow rapidly. Thin oxide films of MoO₂ on Mo(112) [77] and MoO₃ on Au(111) [78, 79] have been studied in detail, but; any sort of surface oxide forming on topmost atomic layer of molybdenum metals has not been reported.

A few reports have appeared in the literature concerning about the formation of low dimensional oxide layers on the surfaces of transition metals, including mostly vicinal surfaces of Rh(553) and Pt(332) [80, 81]. These examples are in agreement with the general consensus that low-dimensional structures may form on uncoordinated atoms at steps. Growth of the oxide phase is usually considered as auto-catalytic triggering of those defective sites by impinging oxygen molecules. It has also been argued that the surface oxidation facilitates the deep growth of oxide phase since surface oxide phase enhances oxygen dissolution capacity of the parent metal. Subsurface oxygen and its role have been critically discussed especially on late transition metal surfaces. Energy gained by expansion
of the surface atoms from their equilibrium positions upon oxygen adsorption leads to the relaxation of neighboring atomic layers and missing-row type of reconstructions can be seen for the open surfaces. Depending on the formation energies, severe step bunching can indeed be observed on vicinal surfaces of late transition metals or surface long range order can even be truncated with the formation of facets. Lattice misfits between the parent metal and oxide overlayer plays a decisive role in faceting especially for early transition metal oxides which may be in the forms of several structures.

This chapter covers the determination of the p(2×3) superstructure on Mo(112) after reaction with oxygen, which is proposed as a model for the low dimensional oxide systems. The interest in this system also stems from the necessity of detailed knowledge regarding the oxygen uptake capacity of Mo(112) surface, which will be critical for the preparations of well ordered silica films on the same substrate.

3.1 Oxygen Induced Structures on Mo(112) Surface: LEED

The clean Mo(112) surface showing a ridge-and-trough structure with the top layer Mo atoms forming close-packed rows along the [11̅0] direction separated from each other by 0.445 nm in [11̅0] direction has mainly four adsorption sites, namely; atop, short bridge, long bridge and 'quasi' three-fold hollow sites. LEED pattern of a clean Mo(112) surface can be seen in Figure 3.1 (a). Quasi term is used for the threefold hollow sites because furrowed surface layer enables those sites to be composed of two first layer molybdenum atoms and one second layer atom or the other way around. Similarly, long bridge sites are defined for the sites between first and second layer molybdenum atoms, whereas; short bridge sites are located in between two surface molybdenum atoms along [11̅0] direction. These sites are shown schematically in Figure 3.1 (e). Of all the adsorption sites available on unreconstructed Mo(112) surfaces, short-bridge sites have recently been estimated to be the most favorable for oxygen adsorption below one monolayer and quasi threefold hollow sites have been found more favorable above one monolayer of oxygen [76]. It is worth noting that the bridge and threefold hollow sites are not very different from each other energetically, however; the models [74, 82] suggesting threefold hollow sites as most favorable sites for low oxygen coverage have not been verified by DFT calculations [83].

A well-ordered p(2×1) structure can be formed after annealing the molybdenum surface covered by 1 L of O₂ to ≥600 K. The p(2×1) LEED pattern gradually vanishes at increasing oxygen exposure, but the p(1×1) pattern remains. A diffuse p(1×2) pattern appears after further adsorption of 4 L of oxygen, and the spots gain more intensity after annealing to 800 K. The same structure can also be fully developed, as shown in Figure 3.1 (b), by dosing 6 L of O₂ at 850 K. In LEED experiments one initially observes (1×1) patterns, and p(1×2) pattern is formed only after annealing to the temperatures above 600 K. These findings confirm that this structure can be reached only during activated adsorption process. Increasing the oxygen exposure time (amount) and/or temperature (i.e. 30 L, 900 K) results in LEED patterns (see Figure 3.1 (c)), which can be interpreted as a combination of p(1×2) and p(1×3) phases. Attempts to form a pure p(1×3) structure always result in the formation of a p(2×3) phase shown in Figure 3.1 (d). The former can also be developed exposing the clean surface to 500 L O₂ at 900 K, above which severe surface faceting takes place and the surface oxide layer gets thicker [77]. Even though very sharp LEED spots along [11̅0] direction separate reciprocal unit cell into three, the spots at the half of the reciprocal unit cell along [1̅1̅0] direction are not well-separated. The formation of streaks instead of spots indicates the presence of a high density of antiphase
Interaction of Oxygen with Mo(112): Formation of a Surface Oxide

Figure 3.1 LEED patterns of (a) clean Mo(112), (b) p(1×2), (c) p(1×2)+ p(1×3), and (d) p(2×3) oxygen induced superstructures. (e) Schematic illustrations of the top layer of a Mo(112) surface and representative unit cells of the structures observed by LEED. Possible locations for adsorption sites for oxygen atoms are also indicated as black circles: (1) atop, (2) short bridge, (3) long bridge, and (4) quasi threefold hallow sites.

domain boundaries as previously pointed out by Schroeder et al. [75]. Surface symmetry is broken in the direction perpendicular to the direction of those domain boundaries (along [T T 1] direction). Attempts to produce the pure p(1×3) surface structure as described by Santra et al. [73] (270 L oxygen exposure at 1100 K) give a LEED pattern which at first glance could be assigned to a pure p(1×3) structure. However, a close inspection of this pattern at different electron energies shows less intense but streaky spots corresponding to the initial formation of the p(2×3) structure. The LEED results show that the p(1×3) structure is basically metastable under the conditions applied and often co-exist with either p(1×2) or p(2×3) phases. A very recent DFT calculations have shown that oxygen adsorption on this surface induces a missing-row type reconstruction independent of periodicity [83]. Moreover, coexistence of the p(1×2) and p(1×3) structures have also been predicted. The relative stability of these reconstructed structures can be explained by effective screening ability of the repulsive interaction between oxygen atoms along the rows. Structural details of p(1×2) and p(1×3) will not be introduced here, however; these observations help us to realize that the diffusivity of the adsorbed species on this surface is expected to be greater along the troughs than across them in the [T 10] direction. Molecular oxygen can diffuse along the troughs in the [T T 1] direction and undergo dissociation at the edge of the growing p(1×2) domain. Buckled molybdenum surface generates additional sites for oxygen and thus p(1×3) structure obtained at higher oxygen coverages grows in the same fashion. The ordering of the oxygen atoms above 600 K indicates that oxygen diffusion along [T 10] direction becomes significant as confirmed by identical p(1×2) or p(2×3) LEED patterns obtained after oxygen adsorption experiments at 850 L. This surface thus has a certain one dimensional character as far as the adsorption mechanisms at especially elevated temperatures are concerned.
3.2 STM Investigations of Mo(112) p(2×3)-O Structure

The morphology of the p(2×3) surface depends strongly on the preparation conditions, e.g. oxygen deposition temperature and coverage. Especially the degree of surface faceting is an important factor. The preparation method used in the measurements described previously results in a surface with relatively large terraces and a reasonable step density, but also faceted areas on a small fraction of the surface are observed. STM image seen in Figure 3.2 (a) verifies preferential growth. Missing single and double rows and high step density indicate very intense molybdenum mass transport upon interaction with oxygen. A statistical analysis made by collecting several STM images allow us conclude that p(2×3) is the dominating structure over 90 % of the whole surface and rest is composed of small facets. The structure of these facets has also been reported previously by Schroeder et al. [77]. The atomically resolved STM image presented in Figure 3.2 (b) shows bright protrusions separated from each other by ~0.54 nm along [111] direction, which is twice the interatomic Mo-Mo distance along the same direction. The unit cell can easily be visualized with the aid of rectangular unit mesh plotted at the center of this STM image. The rows are separated by 1.335 nm along [T10] direction, which is three times the Mo-Mo inter-atomic distance between trenches. The p(2×3) periodicity observed by LEED is indicated by the black dots located on the rectangular unit mesh. However, along the [T10] direction, the unit cell next to the one indicated at the center can not be identified since the periodic structure is broken due to the domain boundaries, whose presence is also determined by LEED. As pointed out with white dots, the unit cell is half lattice shifted along [T11] direction (one lattice shifted with respect to Mo(112)). This gives streaky spots in reciprocal space along [T10] due to their high density throughout the surface. Based on a line profile analysis, the features located in between double rows can tentatively be attributed to missing-row type of reconstructions.
3.3 Core Level Shifts Due To Oxide Formation

MoO$_3$ and MoO$_2$ are the most commonly seen bulk oxide phases of molybdenum. On molybdenum single crystal surfaces, the formation of polycrystalline molybdenum oxide thin films of several tens of layers have already been identified by STM and XPS investigations [84]. However, to date, characterization of very thin oxide layers on molybdenum has not been done with the help of high resolution core level spectroscopy.

Figure 3.3 shows a high resolution photoelectron spectra of Mo 3d states of a clean Mo(112) and p(2×3)-O surfaces together with O 1s states taken from various oxygen induced surface structures. The broad O 1s spectra hinder us from resolving any fine structure, but the pronounced asymmetry of the peak suggests that oxygen atoms in different chemical environments as shown in Figure 3.3 (a). The intensity of the O 1s (top spectrum) as measured with Mg K$_{\alpha}$ radiation provides a quantitative measure of the oxygen concentration on the surface. A comparison with the intensity of the well known “oxygen poor” c(2×2)-SiO$_2$ structure (see Chapter 4 for details) yields 0.15 atoms/Å$^2$ in the p(2×3) surface structure, or at least 11 oxygen atoms per p(2×3) unit cell. This is comparable with the 12 Mo atoms on the unreconstructed Mo(112) surface (6 in the rows and 6 in the furrows) and indicate a high oxygen coverage structure. A Similar quantification can be made by comparing the oxygen amounts in different oxygen induced surface structures. The spectra at the bottom of Figure 3.3 (a) were collected from p(2×1)+ p(1×2) and p(1×2) structures, respectively. Based on the models proposed for p(1×2) [72] and p(1×3) [73, 83] structures, one can deduce that the amount of oxygen per unit cell is much more than the amount previously proposed for p(2×3) structure [75].

The binding energy shifts of core electrons arising between surface and bulk atoms, so-called surface core level shifts (SCLS’s), of bare and adsorbate covered metal surfaces are a rich source of chemical and structural information. On most metals only the first layer of atoms gives rise to an observable surface core level shift. This is due to the nature of the metallic bonding: in the second layer the atoms are highly coordinated and embedded in a charge density very similar to the bulk. There are, however, exceptions to this general trend, surfaces where second layer shifts have been found [85]. Besides, there is a clear dependence of the SCLS on the number of nearest neighbor atoms. The SCLS’s are smaller as compared to the chemical shifts occurring in compounds, since the electronic modifications are not as strong, and therefore the detection of these shifts becomes possible only by using high energy resolution photoelectron spectroscopy.

Figure 3.3 (b) and (c) show Mo 3d$_{5/2}$ surface and bulk states of clean Mo(112) surface collected at normal and grazing electron emission angles, respectively. Excitation energy chosen ($E_{\text{kin}} \approx 100$ eV) ensures that escape depth of photoelectrons is not deeper than 3-4 atomic layers, however; the term 'bulk' will be used for the peak located at 228 eV for comparison. As seen more clearly in the spectrum taken at grazing emission angles, there are two more peaks which are found 0.15 and 0.4 eV below the main Mo 3d$_{5/2}$ bulk component. These additional components are attributed to surface states of molybdenum substrate. The openness of the surface structure explains why there is more than one surface state. As compared to the third layer, second layer atoms of (112) surface are less coordinated. Comparing normal and grazing emission spectra, it is straightforward to conclude the SCLS such that the component with the largest shift originates in the first layer, the component with the second largest shift in the second layer, respectively. This assignment is not only based on intuition but also supported by the relative intensity of the lines: the SCLS lines from the deeper layers are lower in intensity, consistent with the expectation that the electrons from these layers are more likely to suffer inelastic scattering processes. However, the opposite behavior observed at grazing electron emission indicates...
there might be some diffraction effects involved which influence intensities due to forward scattering process.

The formation of p(2×3) structure leads to appearance of several new features other than metallic Mo 3d states. In Figure 3.3 (d) and (e) high resolution Mo 3d spectra at normal and grazing emission angles are shown. The absence of the surface peak observed on the clean surface is a strong indication that no surface molybdenum atoms remain low-coordinated after oxidation. In the grazing emission spectrum, a fine structure with at least 5 different clearly resolved peaks is detected. This suggests a complicated surface structure
with Mo atoms in different chemical states, from metallic up to binding energies reported for bulk MoO$_2$ [22]. Comparison of the grazing and normal emission spectra gives some information on how the different Mo atoms are positioned with respect to the surface. Not surprisingly, the component attributed to bulk Mo 3d$_{5/2}$ at 228.0 eV diminishes at grazing emission and hence can be considered to be subsurface. The same seems to be the case for the component at around 228.4 eV, which consequently can be assigned to Mo atoms in contact with an O atom at a position slightly below the surface. The other two 3d$_{5/2}$ components at higher energies (228.8 eV and 229.4 eV) all increase in intensity in the grazing emission spectra and can be considered to occupy positions closer to the surface. The two highest binding energy components of the Mo 3d$_{5/2}$ overlap with the 3d$_{3/2}$, therefore its core level shift is preferably extracted from the low and high binding energy sides of the 3d$_{5/2}$ where two broad peaks around 231.1 eV and 232.0 eV are observed. The low energy peak is in good agreement with previously reported core level position for MoO$_2$ with an adiabatic peak at 229.5 eV for Mo 3d$_{5/2}$ and a 3d$_{3/2}$ satellite at 234.2 eV [86]. Table 3.1 shows the binding energies of Mo 3d$_{5/2}$ components and their fractions obtained after deconvolution of the normal emission spectrum.

Table 3.1 Binding energies and fractions of the Mo 3d$_{5/2}$ components (normal emission).

<table>
<thead>
<tr>
<th>Mo 3d$_{5/2}$ BE /eV</th>
<th>228</th>
<th>228.4</th>
<th>228.8</th>
<th>229.4</th>
<th>231.1</th>
<th>232.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intensity / %</td>
<td>35.1</td>
<td>23.8</td>
<td>15.5</td>
<td>2.6</td>
<td>14.8</td>
<td>8.2</td>
</tr>
</tbody>
</table>

In the grazing emission spectra, a shoulder around 235.4 eV is detected. Since the peak and shoulder are broad the exact binding energy positions are somewhat uncertain. Nevertheless, an analysis with proper peak fitting based on metallic spin orbit split peaks indicates that the oxide related peak at around 232 eV (light gray shaded component) is covering 10-15 % of whole surface. A previous study combining XPS and Raman spectroscopy has assigned this component to polymeric Mo(VI)O$_6$ surface units, similar to those in polymolybdates [87]. Here, it must again be noted that this fraction determined by spectroscopic analysis might be linked to the small facets covering the same fraction of the surface as measured by STM. Structural differences as well as the close proximity of the screening electron cloud in the metallic molybdenum crystal make direct comparison between the surface oxide and corresponding bulk oxides precarious, and observation of higher oxidation states at lower energies can not be ruled out. Screening in the metallic MoO$_2$ shifts the adiabatic peak roughly 1.6 eV to lower binding energies than expected from a linear interpolation between the insulating MoO$_3$ and elemental Mo. An enhanced core hole screening is also reported in metallic K$_{0.3}$MoO$_3$ bronze [88]. Since the surface oxide is ultra thin and dominated by metallic MoO$_2$, it may well be that Mo$^{6+}$ units are present on the surface; which experience an efficient screening from the molybdenum substrate underneath.

### 3.4 Probing the Surface Sites

IRAS and HREELS techniques have extensively been utilized to study the oxygen chemisorption on various molybdenum surfaces [89]. The HREEL spectrum [72] of the p(1×2) surface structure shows three main vibrational features at 220, 460, 620 cm$^{-1}$, with a shoulder at 670 cm$^{-1}$. Oxygen exposure (less than a monolayer) and annealing to 1000 K yields two additional peaks at 779 and 970 cm$^{-1}$. The peak at 220 cm$^{-1}$ is typical for a clean Mo(112) surface and has been assigned to a dipole active surface resonance [90]. The modes at 460 and 620 cm$^{-1}$ have been assigned to pseudo threecold coordinated oxygen atoms, whereas the shoulder at 770 cm$^{-1}$ has been associated with the loss of surface order.
and formation of three-dimensional MoO3 phases. A similar vibration at 725 cm\(^{-1}\) has been attributed to the surface oxide MoO\(_2\) formed after oxygen adsorption on the Mo(111) surface \[91\]. The 670 cm\(^{-1}\) mode was assigned to molecularly adsorbed oxygen and in particular to bridged peroxo species \[72\]. Figure 3.4 shows IRA spectra of oxygen induced p(2×3) structure which contain none of these modes\(^2\) reported for O/Mo systems. Instead, the spectra show two vibrational modes centered at 1010 and 1024 cm\(^{-1}\) for surface oxide prepared by \(^{32}\)O\(_2\) and at 962 and 975 cm\(^{-1}\) for the oxide prepared by \(^{36}\)O\(_2\). This double peak feature has also been detected on Mo(110) surfaces and has been attributed to Mo=O moieties on terraces and steps, respectively \[84\]. Those terminal Mo=O species (molybdenyl groups) also dominate vibrational spectra of supported MoO\(_3\) catalysts and their frequency is dependent on degree of polymerization of [MoO\(_6\)] isolated species and degree of hydration \[89\]. The intensity ratio of these peaks depends on the details of the oxidation conditions, confirming that there is more than one type of Mo=O species. Increasing oxidation temperature by 100 K results in increase in the intensity of the peak at 1024 cm\(^{-1}\), or in other words, relative intensities change at the expense of higher frequency component. STM images obtained on the samples prepared at oxidation temperatures higher than 1000 K show high degree of faceting. As mentioned before, surface oxidation at 900 K is a suitable condition for the formation of facets which cover 10-15 % of the surface. Same fraction can also be obtained from the relative intensities of double peak features and thus it can be concluded that the peak at 1024 cm\(^{-1}\) is Mo=O stretching confined on faceted regions. Isotopically labeled surface oxides show the same double peak feature with the same frequency difference. This finding rules out the possibility of presence of O=Mo=O type of surface species. Because, the peaks in IRA spectra can also be interpreted as symmetric or asymmetric Mo=O stretching of O=Mo=O species and an isotope effect is expected. The dominant low frequency component can then be ascribed to the terminal oxygen species formed on terraces in the p(2×3) surface oxide.

Molecules like CO, NO, and H\(_2\)O are frequently used as probe molecules to determine the nature of the oxide surfaces because vibrational frequencies of those probe molecules can be specific to the sites on which they adsorb. On clean Mo(112) surfaces, CO adsorbs dissociatively leaving carbon and oxygen as contaminants. Fukui et al. \[74\]

\(^2\) It must be noted that vibrational modes below 600 cm\(^{-1}\) cannot be detected because of medium band MCT detector cut-off.
have shown that dissociated CO desorbs following recombination routes above 800 K, and those routes can be manipulated by changing local coordination of CO by predosing oxygen. An important factor influencing adsorption characteristics of CO on oxygen covered metal surfaces and metal oxides is the steric interaction between CO and O sitting in the next neighboring site. On the surfaces of metal oxides CO adsorbs on cationic sites. Top panel of Figure 3.5 shows IRA spectra of saturation coverage of CO adsorbed on p(2×3) surface oxide. Reaching saturation coverage at very low CO dose at 100 K (<0.2 L) indicates that number of cationic sites available for adsorption of CO is quite low. Comparing CO uptake capacity of clean Mo(112) surface with the uptakes obtained on oxygen terminated p(2×3) structure, it is reasonable to conclude that CO adsorbs only on defective sites (oxygen vacancies). The frequency of the peak centered at 2187 cm\(^{-1}\) is higher than the stretching frequency of CO in the gas phase (2143 cm\(^{-1}\)). The main effects which describe the frequency shift of an adsorbed molecule are the wall effect, the self-image shift and the chemical shift \[92\]. Considering an isolated adsorbed CO molecule, the wall effect leads to a blue-shift \[92\]. This results form the Pauli repulsion between the carbon lone-pair electrons and the surface charge distribution. The self-image shift, on the other hand, leads to a red-shift due to the interaction between the dipole moment of the adsorbed CO and its image. As a result of the chemical bonding of CO to the substrate, a red shift is observed depending on the extent of the charge transferred (back-donation) from the substrate to the unoccupied 2\(\pi^*\) molecular orbital of the adsorbed CO. Intermolecular interactions such as dipole-dipole interactions between neighboring molecules, which result from the vibrational coupling of the molecule’s dipole with its own image dipole in addition to the coupling with dipoles of neighboring molecules and their
image dipoles are reflected to the spectra as a blue-shift. Colaianni et al. [93] have reported vibrational spectra of CO on oxygen modified Mo(110) surface. In their detailed work, of all surface pretreatments with oxygen no bands higher than 2030 cm\(^{-1}\), attributed to CO on atop molybdenum site stabilized by neighboring oxygen atoms, have been observed. On p(2\(\times\)3) structure, the peak at 2187 cm\(^{-1}\) can be attributed to Mo\(^{4+}\) sites, however the origin of the other peaks is not clear. Adsorbed CO equally influences both Mo=O stretching bands suggesting adsorption site for CO is close proximity to those terminal oxygen sites [94]. Annealing to 200 K results in total CO desorption leaving no carbon contaminants as evidenced by XPS.

Same scenario also holds for the interaction of water with molybdenyl terminated p(2\(\times\)3) surface oxide. Water molecularly adsorbs and at 100 K condensed multilayers can be formed as shown in lower panel of Figure 3.5. Appearance of free OD stretching centered at 2728 cm\(^{-1}\) at the early state of adsorption indicates that there could be some monomeric D\(_2\)O species and with increasing coverage deuterium bonded water clusters may form (Chapter 5 is dedicated to the interpretation of clustering of water condensed layers on silica thin films based on methods including IRAS, here only relevant issues will be discussed). Upon adsorption, the response of double Mo=O groups is different. The high frequency band attenuates gradually with coverage, whereas only small attenuation and red-shift are observed for low frequency band. This can be explained as follows: on regular p(2\(\times\)3) surface sites, water may diffuse fast and be bound to faceted regions. Then, three dimensional clusters start to nucleate on regular sites and weakens the low frequency Mo=O groups. Double peak spectrum fully recovers after desorption of molecular water overlayer. Combining total disappearance molybdenum surface states after forming p(2\(\times\)3) structure with weak defective interactions of molecules, it can be concluded that the surface of Mo(112) is fully covered by oxygen and terminated (partially) with Mo=O groups.

### 3.5 Structural Model

High resolution photoelectron spectroscopy clearly indicates that there are at least five different molybdenum atoms on the Mo(112) surface coordinated to oxygen ions. Besides, the surface states completely vanish after formation of p(2\(\times\)3) surface oxide. Clean Mo(112) surface has four sites available to adsorbed O, and quasi threefold hollow sites have been suggested as the most favorable one for oxygen amounts more than 0.5 ML [74]. In addition, DFT calculations estimate that the most stable p(1\(\times\)2) and p(1\(\times\)3) structures involve buckling of the top molybdenum layers [83]. Quantitative analysis of O 1s XP spectrum and presence of the component considered as Mo\(^{4+}\) state in the Mo 3d spectra let us suggest that the topmost molybdenum atoms can be oxidized by incorporation of subsurface oxygen ultimately pushing molybdenum atoms towards the vacuum. In general, there are two possibilities how a place change process can proceed depending on which atom initiates this process. First, an oxygen atom may penetrate into interstitial position between the first and second surface layers, pushes the nearest surface atom from its lattice site, and then simultaneously occupies this site and bonds with the substrate atom being pushed [95]. This mechanism has been suggested to be responsible for initial nickel oxidation [96]. Another possibility is a similar mechanism proposed above but substrate atom movement (vacancy formation) is the first step of oxide formation. A substrate atom left its place during vacancy formation is then bound with an oxygen atom captured into vacancy; this results in oxide molecule formation. Although this formalism has been developed for different conditions, in both mechanisms, interactions with oxygen adatoms play dominant roles.
Assigning the bright protrusions observed in STM images to Mo=O groups identified by IRAS, a tentative structure can be proposed for one dimensional surface oxide forming on Mo(112) with p(2×3) periodicity. Figure 3.6 shows the ball model of the proposed structure. The coordination of each molybdenum atom (color-coded by four different grades of gray) to oxygen ions provides a suitable picture matching with the number of peaks observed in the photoelectron spectra. Oxygen atoms adsorbed on quasi-threefold hollow sites enhances the relaxation of the topmost layers. The vertical shifts of the topmost molybdenum atoms by the incorporation of subsurface oxygen can thus be expected. O=Mo-O₃ topmost layer might appear in the PE spectra as the component with the highest oxidation state. The remaining three components are less coordinated to oxygen and therefore their oxidation state is lower due to reduced charge distributions. Moreover, there is no open molybdenum atom that can be accessed by adsorbed molecules. It is however required to do theoretical calculations to optimize the final structure.

To sum up, p(2×3) is the periodicity of an one dimensional surface oxide forming on the Mo(112) surface. The surface is partially terminated by Mo=O groups and no open metallic site is available at the surface. The surface symmetry is broken by antiphase domain boundaries and frequent lattice shifts along [111] direction are observed. The structure is stable up to 900 K, above which the degree of faceting increases and oxide layer begins to grow into bulk molybdenum layers.
CHAPTER 4

SILICA FILMS GROWN ON A Mo(112) SURFACE

Silicon dioxide (silica) has been one of the most intensively studied materials in materials science and condensed matter physics. The main driver for this intense effort is its critical role in the metal-oxide-semiconductor field effect transistor (MOSFET), which dominates contemporary integrated circuit (IC) technology. Amorphous silica is also a material of choice for, e.g., catalyst supports, optical fibers and solar cells, making its role in modern technology even more important.

4.1 Review of Bulk Silica Structures

4.1.1 Crystalline Silica

X-ray diffraction experiments [97, 98] reveal that amorphous silica preserves much of the ordering present in the crystalline forms on a short or intermediate length scale. For example, the coordination of atoms and the first and second nearest neighbor distances is very similar in the amorphous and crystalline forms, suggesting that both materials have similar building blocks. It is therefore instructive to start our review with the various crystalline forms.

The pertinent forms of silica are α- and β-quartz, tridymite, coesite and stishovite; their thermodynamic stability ranges are indicated in Figure 4.1 and the structural properties are listed on Table 4.1 [99].

The basic bonding unit for all these forms of silica except stishovite is the SiO$_4$ tetrahedron. Each silicon atom is surrounded by four oxygen atoms with the Si–O distance ranging from 0.152 nm to 0.169 nm; the tetrahedral O–Si–O bond angle is 109.18°. Each oxygen atom is bonded to two silicon atoms, with the Si–O–Si bond angle varying from 120° to 180°, depending on the material. All forms of silica are constructed from the corner-sharing tetrahedra, such as the SiO$_4$ building block. High-temperature cristobalite and tridymite possess the largest bond angles, and have the most open structures of the crystalline forms of silica. The smaller the bond angle, the denser is the possible packing, reflected in measured density variations. Another important factor is the effective charge on each atom in SiO$_2$. For completely covalent bonding, the net excess charge on each atom would be zero, corresponding to four valence electrons on each silicon atom and six valence electrons (including the s electrons) on each oxygen atom. For completely ionic
silica, the net excess charge on each oxygen would be -2, and on each silicon, +4. The actual situation is somewhere between. Numerous calculations have been performed to determine the net charge transfer from Si to O in the various silica structures, and they are in agreement that the effective excess charge on O is about one electron per oxygen atom \[100-102\]. Moreover, these calculations indicate that this excess charge (i.e., the ionicity) increases as the Si–O–Si bond angle increases.

The temperature- and pressure-stability of the various forms of silica determine which might be present - as microcrystallites - in thermally grown oxide films or silica glass. Figure 4.1 shows that the most likely form is tridymite, which is stable at low pressure up to 1470 °C. High-temperature quartz might not be expected in a typical thermal oxide, as it transforms to tridymite at 870 °C. However, due to the large stresses possible during oxidation, the high-temperature quartz form and its associated bonding configuration should not be ruled out entirely. Similarly, both low-temperature quartz and coesite should be considered.

### 4.1.2 Amorphous Silica

Two models exist to describe the structure of amorphous silica, the continuous random network model first proposed by Zachariasen \[103\] and the microcrystalline model of Randall \[104\]. In the continuous random network model, the local structural unit (SiO\(_4\) tetrahedron) remains unchanged, with each tetrahedron corner shared with another tetrahedron, as in the crystalline forms. However, the Si–O–Si bond angle will vary from one tetrahedron corner to another, yielding a continuous random network. In the microcrystalline model, the silica is constructed from microcrystallites of the various allotropic forms of crystalline silica or alternatively, sub-unit-cell-sized crystallites of one form of silica. In the limit of small crystallites, the two models converge. The local structure of bulk vitreous silica has been determined by both x-ray and neutron diffraction \[97, 98, 105\]. These studies are consistent with both the above models, giving Si–O to be 0.16 nm; O–O 0.262 nm; and Si–Si 0.313 nm; all are distances quite close to what is expected for crystalline silica. The difference from the crystalline forms is due primarily to the range in Si–O–Si bond angles present in the vitreous form. Based on the bond angle...

Figure 4.1 Phase diagram of silica (adapted from [99]).
distribution of high-temperature structures tridymite and cristobalite obtained by x-ray, it has been reported that the latter has two reported bond angles 180° and 137°; tridymite has a distribution from 130° to 175° because of its large unit cell that contains 330 SiO₂ units [97, 106, 107]. In vitreous silica, the bond angles vary from 120° to 180°, with a mean of 152° [98].

Table 4.1 Structural properties of various crystalline forms of silica.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Symmetry</th>
<th>Cell params. (nm)</th>
<th>Si-O dist (nm)</th>
<th>O-O dist. (nm)</th>
<th>Bond angle (deg)</th>
<th>Ring size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low-T quartz</td>
<td>Hexagonal</td>
<td>a = 0.49, c = 0.54</td>
<td>0.161</td>
<td>0.260-0.267</td>
<td>144</td>
<td>6</td>
</tr>
<tr>
<td>High-T quartz</td>
<td>Hexagonal</td>
<td>a = 0.501, c = 0.547</td>
<td>0.162</td>
<td>0.260</td>
<td>144</td>
<td>6</td>
</tr>
<tr>
<td>High-T tridymite</td>
<td>Cubic</td>
<td>a = 0.932, b = 0.172, c = 8.19, α, β, γ = 90°</td>
<td>0.158-0.162</td>
<td>0.263</td>
<td>140-173</td>
<td>6</td>
</tr>
<tr>
<td>High-T cristobalite</td>
<td>Cubic</td>
<td>a = 0.176</td>
<td>0.158-0.169</td>
<td>0.263</td>
<td>142-180</td>
<td>6</td>
</tr>
<tr>
<td>Ceosite</td>
<td>Monoclinic</td>
<td>a, b = 0.717, c = 1.238, γ = 120°</td>
<td>0.160-0.163</td>
<td>0.260-0.267</td>
<td>120</td>
<td>4</td>
</tr>
</tbody>
</table>

4.2 Thin Films on Single Crystal Surfaces

Epitaxially grown thin films of oxides on metals or on different oxide substrates are used as supports with atomically ordered surface structure for the controlled deposition of metal and metal oxide particles, thus creating excellent model systems for supported metal and metal oxide catalysts [11, 108]. The general usage of the term 'thin film' refers to a layer of material with a thickness that is orders of magnitude smaller than its lateral dimensions. Depending on the application, the type of the thin film can range from a single layer to a multilayered structure. The stability and function of thin film materials depends dramatically on the levels of stress in the film, which in turn depends on the preparation conditions as well as the choice of the film and substrate materials.

Oxide thin films may be prepared by very different routes, such as oxidation of single crystal surfaces and physical vapor deposition and oxidation of metals on single crystal surfaces. A few model oxide surfaces have been selected both by theoreticians and by experimentalists, either because of their simplicity or because of their availability as large single crystals. Among them, γ-Al₂O₃, MgO, TiO₂, ZnO and SrTiO₃ surfaces are the most studied. Other oxides have also been studied to a less extent, such as: CaO, CeO₂, ZrO₂, Cr₂O₃, Fe₂O₃, Fe₃O₄, CuO, etc. Most of the recent studies have been performed by oxidation of surfaces of binary intermetallic alloys like NiAl [109-111], FeAl [112] and CoGa [113] as substrates. The oxide layers grow after adsorption of oxygen and the preferential segregation of one of the metallic components (Al, Ga) at the surface. Details of these processes have been covered in detail by Franchy [114].

The second preparation route of an oxide film is based on the growth of the films on a dissimilar metallic substrate. The crystallographic structure of the substrate then
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determines to a large extent the structure of the oxide film [109]. The structural quality of the oxide film depends strongly on the epitaxial relation between the lattice constants of the metallic substrate and the oxide film. The lattice constant of the substrate has to be chosen properly in order to prepare a less strained layer with long-range order. In general, room temperature growth of oxide films leads to the formation of amorphous layers. Subsequent annealing to elevated temperatures usually orders the oxide films and the growth of thin, well-ordered (crystalline) films is obtained. If there is a large mismatch between the substrate surface and the oxide lattice constants, the film may be defect rich. Despite of the fact that there have been a numerous well ordered oxide thin films which have been grown on metallic substrates in the last decade; including V₂O₅ and V₂O₃ on Rh(111) [115, 116] and on Au(111) [117], MgO on Ag(001) [118] and on Mo(001) [119], FeO-Fe₃O₄-Fe₂O₃ on Pt(111) [120], not much is known about their surface structures. The structure of one of the most studied thin film, aluminum oxide (alumina) on NiAl(110), has recently been discovered [121] and it has been shown that the structure of the alumina film is a little different than the any bulk structures of aluminum oxide. The stabilities of thin films have been shown to be dependent of partial pressure of oxygen and it has been claimed that thin oxide films can be thermodynamically more stable as compared to their bulk phases [122].

The growth of ultra thin oxide films on silicon single crystal surfaces is the straightforward way of approaching to the silica film concept. The discovery that thermal oxidation of silicon passivates its surface is a crucial step in semiconductor device technology [123]. The development of integrated circuits, and thus today’s computer industry, is based largely on the excellent properties of passivating silica film, including its interface with the silicon substrate. Although the passivating silica films on silicon wafers and single crystals are usually prepared at elevated temperatures (700±1200 °C) and can be significantly thicker than a few angstroms, they exhibit structural similarities to thin oxide films prepared at lower temperatures. Even though thinner films can be prepared by several means, thermally grown silica films are amorphous. Amorphous films can play an important role in the passivation of metals [124, 125]; however, they are not an ideal template for the systems where characterization at the atomic level is necessary.

The first attempts to grow crystalline silica films can be traced back to early 90’s. Thin silica films have been grown on a Mo(100) substrate by evaporating silicon into an oxygen background. A Mo(100) single crystal was the substrate of choice because of its relative ease of cleaning and the ability to thermally desorb the thin films of silica from the surface [126, 127]. Even though the film was thin enough to be characterized by surface science techniques, it was amorphous in nature. The preparation of well-ordered thin silica films was achieved by Schroeder et al. [128] who suggested Mo(112) surface to use as a substrate since interatomic distances of molybdenum surface are quite close to crystalline forms of silica structures. Basically, a recipe originally applied to the Mo(100) was used to grow well ordered film. Even though the film exhibited a diffraction pattern with respect to Mo(112) substrate, thickness, structure, and the surface termination of the film remained unclear. The thickness of the film was initially estimated as 0.7 nm, but later it was suggested that the film is only a monolayer thick. Based on STM and vibrational spectroscopy, a structural model was proposed by Chen et al. claiming that isolated SiO₄ clusters were the building blocks of one monolayer (ML) silica film on Mo(112) substrate [129]. Besides, based on assumption that the film is three layers thick, Ricci and Pacchioni [130] proposed a β-cristobalite derived structure as thermodynamically the most stable one.

The rest of this chapter is devoted to characterization of silica thin film grown on Mo(112). The crystal structure, electronic and vibrational properties, and line and point defects will be discussed in following sections.
4.3 Structural Characterization of One Monolayer Silica Film on Mo(112)

In this section, important processes which are a part of silica film growth and which will be drawn upon in subsequent sections will be discussed. Understanding of these individual steps related to film structure is crucial, but it must be emphasized that what really counts is how different probing techniques helps us to identify the whole picture.

For silica films grown on the Mo(112) substrate, the so-called reactive evaporation technique has been used, i.e. the silicon has been evaporated in an oxygen background pressure onto the molybdenum substrate at elevated temperatures. All the details of the silica film preparation are given in Appendix C. Annealing temperature to make the film well-ordered and oxygen partial pressure during the silicon deposition are both critical parameters which certainly have influences on the electronic and vibrational structure of the film. Initially, cycles of room temperature silicon deposition and high temperature post oxidation (900 K) followed by successive annealing steps have been suggested to prepare well-ordered silica films [131, 132]. Films of the same quality as judged by LEED patterns have been prepared by single deposition of monolayer amount of silicon at room temperature and post oxidation at 850 K. It is worth noting here that the silicon deposition at room temperature results in the formation of three dimensional particles after oxidation, and those begin to wet the molybdenum substrate at the temperatures higher than 1100 K.

As was introduced in the previous chapter, dosing oxygen at 900 K on a clean Mo(112) surface leads to a formation of a surface oxide with p(2×3) superstructure. During film preparation, this surface on which silicon atoms are impinging might be a template for the silica film growth. Formation of silica stripes [133] along [\bar{T}1T] direction (the same direction along which Mo=O groups propagate) has been observed under the conditions where the amount of silicon is less than a monolayer indicating that the silicon atoms may preferentially get oxidized by molybdenyl groups. Silicon deposition and oxidation at 900 K is advantageous since the film growth kinetics does not play a major role. The sticking and oxidation probability of silicon atoms on molybdenum surface oxide is quite high up to 900 K, but a dramatic drop is observed at higher deposition temperatures. High diffusivity of silicon atoms on the areas covered by silica is the reason of the formation of a two dimensional wetting silica layer at elevated temperatures. Another advantage is the passivation molybdenum surface by a thin oxide layer which prevents the formation of molybdenum silicide [134].

As-deposited silica films exhibit a considerable degree of irregularity in their morphology. In addition, as the first silica layer is formed, the three dimensional particles start to nucleate. This growth behavior is similar to Stranski-Krastanov type where 3D nucleation begins to evolve after the first layer is complete [135]. Annealing film to a temperature which is close to decomposition point is required in order to obtain very well-ordered surface free of clusters. At 1250 K film becomes quite viscous and thermodynamically the most stable configuration is achieved. Increasing the annealing temperature causes partial and ultimately total evaporation of the film leaving behind oxygen induced superstructures on molybdenum surface. Mo(112)-p(1×2)-O structure can be obtained if monolayer thin silica film is annealed in UHV to 1300 K and above. However, structural analysis of ideal, well-ordered silica film without any imperfections will be made henceforth.

Large-scale STM images of the silica film are presented in Figure 4.2. It must be noted that all topographic STM images presented here were acquired in the constant current mode. After annealing to 1250 K, a highly ordered, cluster and hole free single layer silica surface is obtained. The surface shows terraces typically 20–50 nm in width with 1.2
nm step heights, corresponding to monatomic steps of the Mo substrate underneath the film, as illustrated in Figure 4.2 (a) and (c), respectively. The high resolution STM image (see Figure 4.2 (b)) reveals a honeycomb-like structure with a periodicity of ~0.52 nm in the [113] direction and ~0.55 nm in the [111] direction in agreement with c(2×2) structure observed by LEED (see inset of Figure 4.2 (b)). Absence of any other spots related to surface oxide or chemisorbed oxygen structures on molybdenum [74] is the evidence that as the film uniformly cover the surface of molybdenum substrate. As deposited films exhibit faint superstructure spots due to the lack of long range order. Annealing increases the intensity of spots suggesting the formation of well ordered structure. Even though no detailed spot profile analysis of the LEED patterns was performed, well ordered films quality of which are assured by STM do not show anisotropic spots.

Atomically resolved STM images presented in Figure 4.3 provide significant insights into the detailed structure of the silica films. In Figure 4.3 (a), a zigzag propagation of protrusions along the [110] direction can be recognized. It is also observed that the protrusions are directly connected to each other along the [111] direction. However, the protrusions seen in Figure 4.3 (c) do not propagate along the [111] direction making zigzags. In addition, they are diagonally connected each other along the [110] direction. Topographic differences seen in these two STM images suggest that two different surface ions can be imaged as protrusions. At specific tunneling conditions either the silicon or the oxygen ions could be imaged and by this means their relative positions of the surface ions within the unit cell of the film could be determined. The schematic illustration of the structure of the silica film presented in Figure 4.3 (g) and (h) can help us to compare the STM images presented in Figure 4.3 (a) and (c). At large tip-sample distances silicon ions can be imaged as protrusions (Figure 4.3 (a)) whereas at closer tip-sample distances (higher tunneling current) it turns out that same is true for oxygen ions (Figure 4.3 (c)). Measured distances between two oxygen ions (O2) in [111] and [110] directions are 0.28 nm and

---

3 Based on the experimental finding the structure of the silica film is determined by DFT calculations. The structural model presented here is based on the optimized structure and the details can be found in Chapter 4.6.
0.45 nm, respectively. In agreement with LEED, the structure shows a c(2×2) periodicity with respect to the Mo(112) substrate. Depending on the tunneling conditions, especially bias voltages below 1 eV, O1 and O2 surface oxygen ions can be imaged together or individually. As shown in Figure 4.3 (b), O2 ions can clearly be seen with a small contribution of O1 ions. O1 and O2 ions bridging silicon ions along [10\overline{1}] and [\overline{1}1\overline{1}] directions can be both seen in Figure 4.3 (e). Tunneling from the filled states of the sample at small tip-sample distances might lead to enhanced brightness. O1 ions which are the brightest protrusions in Figure 4.3 (f) can barely be seen in Figure 4.3 (b).

Contrast in STM images of thin films does not necessarily reflect the film morphology. It is influenced by a variety of effects, including the electronic structure of the substrate, film, and/or interface between them. Band-bending effects induced by the electric field between tip and sample, field resonances, image potential states, and the local work function can also be included into the list [136]. Depending on the energy of the tunneling electrons, especially in the vicinity of a band edge, oxide film and metallic substrate contributions to the current vary greatly. A constant current topograph of an oxide surface depends, thus, on the voltage applied between tip and sample [137, 138]. Such a variation with voltage of the apparent height of oxide islands on a metallic substrate gives access to the conduction- and valence-band edges of the oxide [139]. Once valence or conduction-band states of the oxide are accessible, anionic or cationic sites of the film contribute to the tunneling current.

Calculated density of the states of the silica film [140] shows that the occupied and unoccupied states around Fermi level are dominated by molybdenum d-states. As UP spectra indicate (see Chapter 4.4) that the valence band structure of the silica film is similar to that of the bulk. The valence band maximum is at about 5.0 eV below Fermi edge, so it is concluded that the tunneling current is most likely predominantly due to emission from Mo states through the silica layer. The lateral contrast, showing protrusions at either the
Si⁴⁺ or the O⁻² positions, is due to a perturbation and interaction of the Mo wave functions by the silica layer causing a lateral variation of the tunneling barrier. There might be a very small contribution from the silica film to the density of states at the Fermi level due to the O atoms at direct contact with Mo. This is indicative of the strong hybridization at the interface. Interestingly, atomic resolution can be obtained on silica film surfaces over a wide range of electron energies, both in the oxide gap and above its band edges. Even while tunneling into the oxide band gap, the atomic structure of the oxide, especially the topography of its outer atoms, can be probed by STM using strong tip-surface interactions. The tip has indeed to be approached closer to the surface in order to probe the tail of a state localized at the metal/oxide interface.

4.4 Electronic Properties

The core-level binding energy shift of Si 2p upon the formation of SiO₂ is explained in terms of a charge transfer between Si and O atoms and mostly determined by the first-nearest-neighbor O atoms. Himpsel et al. [141] performed a photoelectron spectroscopy study on Si surface atoms with various adsorbates and showed a certain correlation between energy shift of Si 2p per adsorbate atom and the electronegativity difference between the adsorbate atom and the Si atom. Energy shift of Si 2p upon the formation of silica was given by four times the energy shift of Si 2p per O atom, since the Si atoms in silica are surrounded by four O atoms. Core level spectra of crystalline polymorphs of silica are quite similar to each other because the building block of all crystalline silica phases is SiO₄ units. In the case of SiOₓ/Si systems, suboxides (SiOₓ) localized at the interface of SiO₂ and Si make the spectra more complicated. From the charge transfer formalism, stoichiometry of the silicon suboxides can be estimated.

The left panel of Figure 4.4 shows O 1s region of high resolution PE spectra of one monolayer silica film. At least two different O species with binding energies of ~531.2 and ~532.5 eV can be distinguished. The latter BE value falls into the region reported for the bulk silica or thick silica films [142] and the former has a different origin. No asymmetry in the O 1s core level spectra that would indicate the presence of additional chemically shifted components is observed. This is consistent with the expectation that surface oxygen atoms experience the same local electronic environment. Further XPS studies done by using Mg Kα radiation as excitation energy nicely reproduced the formation of two different O species, which fits well to the 2D network model where two clearly different environments exist for the oxygen anions, i.e. Si–O–Mo and Si–O–Si, as indicated in Figure 4.3 (g) and (h). O3 represents oxygen anion binding Si cation in each tetrahedron to the bridge sites of Mo(112) surface. O1 and O2 represent surface oxygen anions bridging neighboring Si cations along [TT1] and [T10] directions, respectively. The ratio of the integrated intensity of surface oxygen (O1+O2) to interface oxygen (O3) anions is 3:2. When measured at grazing emission angle (80° with respect to the surface normal), the low BE signal is strongly attenuated assuring that O3 species are located below the surface. Right panel of the Figure 4.4 shows the chemical state of the molybdenum substrate when its surface is covered by silica film. Apparently, relative intensity of the peak at 228 eV, which is Mo 3d₃/₂ state of bulk molybdenum, to the one at 228.2 is dropping as more surface sensitive measurement is carried out. Even though photon energy was tuned so that kinetic energy of the electrons to be around 100 eV, bulk molybdenum states are still accessible. The higher binding energy component is the molybdenum states coordinated to the interface oxygen atoms (O3) of the silica network. Surface states of molybdenum presented in previous chapter are not observed here, suggesting that all topmost molybdenum atoms are coordinated to the silica network.
XPS measurements performed starting from the reactive silicon deposition step to the establishment of a well-ordered film do not show any indication of silicon suboxide formation. The films during each steps of the growth show a single peak in the Si 2p region with a binding energy of 103.2 eV (bottom right panel of Figure 4.5), which is characteristic for Si$^{4+}$ oxidation state [143]. The line width (FWHM) of Si 2p levels is 1.5 eV; however, spin-orbit splitting could not be resolved neither by synchrotron radiation nor by conventional X-ray source. Because of the problem of charging induced line broadening, there has been very few line widths reported in the literature which are smaller than 2 eV (the Si 2p $3/2, 1/2$ line widths for quartz are at 1.6 eV [142]). Excellent screening probability due to the metallic substrate and unique coordination of silicon to oxygen ions strongly influence of the width of the Si 2p spectra.

The presence of particles, which can be removed after annealing the film to 1250 K, can be identified by XP, UP and IRA spectroscopy. Besides, oxygen partial pressure during film growth and annealing is also important due to the fact that the affinity of molybdenum towards oxygen is quite high. The amount of oxygen on molybdenum surface can be varied by dosing it in controlled conditions. Annealing the as deposited silica film in UHV conditions or in oxygen ambient to 1250 K can lead to the formation of oxygen-poor and oxygen-rich silica films. The number of oxygen atoms on different sites of the molybdenum surface can be varied by manipulating oxygen dosing amount during annealing.

Oxygen enrichment of the unit cell of silica film induces appearance of additional components in O 1s and Mo 3d regions on XP spectra (see top and bottom left panels of Figure 4.5). Similar to the high resolution O 1s spectra presented in Figure 4.4, integral intensity ratio of surface oxygen (O1+O2) to interface oxygen (O3) is 3:2 for well ordered O-poor film (see O 1s spectrum (b) in Figure 4.5). Limits of the conventional X-ray source hinder us to resolve spectral components clearly. Nevertheless, fraction of oxygen ions could reasonably be calculated by peak fitting. The relative intensity of the surface oxygen component becomes larger in the existence of silica particles on the surface. Annealing the film in an oxygen ambient (1×10$^{-6}$ mbar O$_2$) to 1250 K leads to incorporation of oxygen onto topmost molybdenum surface, which appears as a low binding energy component in O 1s spectrum. For the O-rich film (spectrum (c)) the presence of a third component
centered 530.6 eV is clearly visible. Those oxygen species chemisorbed on the Mo(112) surface are marked as O* in the top right panel of Figure 4.5 and they have virtually very small influence on the BE of the oxygen atoms within the silica layer. However, they partially oxidize the surface Mo atoms, leading to the prominent shoulder at high binding energy side of the Mo 3d spectra, which is even better resolved in the difference spectrum (see bottom left panel of Figure 4.5).

The number of surface O* atoms per unit cell can be up to 4. It must be noted that annealing the film in higher oxygen partial pressures gives rise to formation of deeper molybdenum oxide layers. Once prepared, the O-rich film cannot be converted back to the O-poor state without destroying the film structure. This is the consequence of a high binding energy of O* species to the Mo(112) surface. However, post-annealing of the O-poor film in oxygen ambient readily leads to the O-rich film. Binding energy of the Si 2p peaks shifts from 103.2 eV by about 0.15 eV to 103.05 eV as O-poor film is converted to
O-rich. The rather sharp O 2p valence peaks undergoes the same shift (details of the valence band structure will be discussed later). Therefore, the shift of the Si 2p core level can be attributed to shift of the Fermi level due to band banding.

It has been shown originally that the valence band electronic structure of silica could be understood simply in terms of the electronic levels of a small bonding unit containing an oxygen atom and one sp³ hybrid from each adjacent silicon atom [100]. The three 2p orbitals on the oxygen interact with the hybrids to form five bond orbitals. The oxygen p state perpendicular to the bonding plane becomes the lone pair bond orbital at the O 2p level. The remaining nonbonding oxygen p interacts with the symmetric combination of hybrids to form weak-bonding and weak-antibonding bond orbitals. As this interaction reduces to zero when the Si–O–Si angle is increased to 180°, the amount of mixing is fairly small. The oxygen p pointing along the bond interacts with the antisymmetric combination of hybrids to form the strong-bonding and strong-antibonding bond orbitals. The six electrons available for bonding then fill the system up to the lone pairs, which thus form the upper valence bands. The gap lies between the lone pair and weak antibonding energies, which is approximately the difference between O 2p and Si hybrid levels.

In Figure 4.6, the valence-band (VB) spectra of O-poor and O-rich silica films are presented. The spectral features can be best understood by referring to the valence band structure of the bulk silicon dioxide crystals, which is well established through the photoemission studies of Fischer et al. [143] and of DiStefano [142]. Depending on the local bonding structure, small differences in VB spectra can be observed. The O 2p lone-pair orbital is perpendicular to the Si–O–Si bonding plane in the a-quartz and a-SiO compounds [100, 102]; however, angular deviations giving rise to modifications in the bonding structure are expected for other silica polymorphs. For instance, a splitting in nonbonding orbitals has been observed [142] and attributed to deviation of Si–O–Si bonds from linearity. He I results for the silica thin film shown might typify that structure.

It consists of basically two regions, namely bonding and nonbonding O 2p orbitals. Referring to the local symmetry of SiO⁴ tetrahedra, the peak located at approximately 7.8 eV corresponds to the O 2p nonbonding states with 5t₂ symmetry. The double peak between 5 and 6 eV is associated with 1t₁ nonbonding orbital. However, it must be noted that O 1s spectra clearly show that O-poor films contain two different oxygen species and those might have slightly different electronic properties. The peaks above 11 eV are associated with the 5a₁ and 4t₂ orbitals, which are σ-bonding orbitals both resulting from O 2p and (Si 3p, Si 3s) mixed orbitals. Bonding state with mainly O 2p character is due to the strong polarity of the Si–O bond. Large Si 3p contribution spreading over about 2 eV can be the reason of the large dispersion on the bands above 10 eV [144].

Fine VB structure is closely related to the structural well-order, in other words regular Si–O bonding network. Therefore, VB spectra of the silica film are better resolved as compared to the valence structures of other silica polymorphs where bond angles and bond lengths may differ. Above 10 eV, one additional component centered at 10.7 eV can be identified in VB spectra of O-poor and O-rich films. The origin of this peak has been studied by slightly oxidizing molybdenum substrate [145]. A good correlation has been found between the intensity of the peak at 10.7 eV and the thickness of the oxide layer. This observation has been concluded by assigning this feature to Si–O–Mo bonds. However, the presence Si–O σ-bonding orbitals obscured under the wide band have been eliminated due to lack of resolution. Here, both of them in addition to Si–O–Mo band are clearly visible.

For O-poor films, the VB maximum is defined by the onset of the O 2p nonbonding states which are located 5 eV below Fermi level of molybdenum substrate. Assuming that Fermi level of the silica film lies at the center of the band gap, one can...
simply find that the band gap of the O-poor film is around 10 eV, which is in the range of the band gap of bulk silica [146]. The onset of the valence band slightly shifts to the lower binding energies with increasing oxygen concentration of the unit cell. In addition, the width of the peaks between 5 and 6 eV gets broader due to contribution of additional oxygen atoms to the neighboring lone-pair orbitals. The binding energies of all peaks in valence spectrum of oxygen rich silica film shift to lower energies by 0.2 eV, except the one at 5.8 eV. This binding energy change agrees with the observation in which the binding energy of the Si 2p states is reduced due to band bending.

Even though the interpretation of the VB structure is not as straightforward as that of core levels, the surface sensitive measurements may shed light on fine details of the VB of silica film. The right panel of Figure 4.6 shows VB spectra of an O-poor film measured at two different electron emission angles. The differences in the relative intensities of the bonding and nonbonding O 2p states are due to differences in photoemission cross sections. The same reason makes the spectral analysis above 10 eV quite difficult since intensities of these bonding states are almost zero. Nevertheless, for nonbonding O 2p states, the qualitative picture is quite similar to UP spectra apart from the fact that a good spectral resolution is not achieved. Taking the spectra at grazing emission mode gives rise to appearances of additional peaks. Reduction in the relative intensity of the peak at 7.6 eV with respect to the one at 5.8 eV and appearance of a high binding energy peak at 8.4 eV suggest that energy of nonbonding states of surface oxygen atoms is obscured under the high binding energy shoulder. At grazing angles, the contribution of lone pair electrons localized perpendicular to the Si–O1–Si and Si–O2–Si planes is highly expected.

### 4.5 Vibrational Properties

Generally speaking, IR spectral measurements of ultrathin films are undertaken to determine (i) the chemical identity of adsorbed species (including dissociation fragments); (ii) the geometric or structural arrangement (orientation) of these species and their positions with respect to the surface atoms of the film; (iii) their vibrational, frustrated
rotational, and frustrated translational motion on the surface; and (iv) the effects of external perturbations, such as the electric and magnetic fields, photons, electrons, and heating [147]. However, such information cannot be extracted directly from the IR spectra of ultrathin films due to the strong dependence of the shape and relative intensity of the bands on the geometry of the experiment, the optical properties of the substrate, the surroundings, the gradient of the optical properties at the film–substrate interface and in the film itself, as well as on the film thickness. One common problem when examining ultrathin films on various surfaces and at various interfaces by IR spectroscopy is that of comparing the spectra taken at different mode and experimental geometry.

When silica film is the material of choice, there are several complications which make the analysis of vibrational spectra difficult. The vibrational bands are influenced by the stoichiometry of the material and by the presence of the strain within the material (tensile or compressive) which distorts the average Si–O–Si bond angle [148]. The FWHM of the vibrational bands depends also on the degree of structural disorder and decreases with enhanced structural uniformity. Of course the FTIR measurement is not always conclusive by itself and the structural quality must be cross-checked with other tools. In fact, the main focus is usually given to the bending-stretching region between 800 cm$^{-1}$ and 1400 cm$^{-1}$ because it is the most sensitive to perturbations in the material [148].

It is known that the IR spectra of ultrathin films taken with different polarizations exhibit quite different excitations. The most rigorous interpretation of this phenomenon is given by the polariton theory [149, 150]. According to this theory, which is based conceptually on Maxwell’s macroscopic electrodynamics, the eigenstates of the wave in a crystal are the coupled photon–polarization excitation modes. The latter arise from lattice vibrations (phonons), oscillations of free carriers (plasmons), and electron–hole excitations (excitons). Different optical modes of the system studied can contribute to the spectrum depending on the polarization of infrared light and angle of incidence. A qualitative understanding of the appearance of the absorption band near longitudinal optical mode (ν$_{LO}$) in p-polarized spectra can be reached by considering the electric polarization of a cubic ionic crystal. If the external electric field is perpendicular to the ionic system, the positive ions are displaced to one side and the negative ions to the other. The excess charge on the surfaces results in a polarization perpendicular to the surface plane. It follows that the polarization and the internal electric field show resonance behavior at the frequency of the LO mode of the film, ν$_{LO}$. When the external electric field is parallel to the film surface (s-polarization), the additional polarization due to the surface charges is absent and the absorption resonance position coincides with the frequency of the transverse optical mode.

The origin of the absorption bands in the IR spectra of ultrathin films can be clarified by considering a plane wave impinging on a film whose thickness is small compared to the wavelength but significantly larger than the value of the lattice constant of the ionic material constituting it. If the vibrations in an infinite crystal result in the appearance of the electric polarization, these vibrations represent the elastic waves, called the normal polarization waves, or normal polarization modes. The polarization and the electric field arising from them change periodically with space and time, obeying the law of the atom displacements. Those polarization waves can be either longitudinal or transverse in their form, but only the latter type can interact with transverse waves of the external electromagnetic radiation.

If a transverse polarization wave with its wave vector parallel to the film surface propagates along this film, positive ions will be displaced to one surface of the film and negative ions to the other by the electric field of this wave. The excess charge arising on the surfaces creates an electric field perpendicular to the film plane and virtually uniform at a distance exceeding the lattice constant. This field will vary with the wave frequency and at each instant will act on the lattice ions in the direction opposite to the direction of their
displacement from the equilibrium position, thus contributing to the restoring force. This force is similar to that acting perpendicular to the front of a longitudinal wave propagating in an infinite crystal. Therefore, the frequency of the transverse wave in the film considered here will be close to the frequency of the longitudinal wave in the infinite crystal. As the film thickness increases (and the ratio of surface to volume decreases), the influence of the surface charge density on the internal field decreases, and the frequency of the transverse vibrations with the wave vector parallel to the surface will decrease, approaching $\nu_{\text{TO}}$. When the transverse polarization wave propagates normal to the film surface (and thus the electric field is parallel to the surface), an additional field does not arise because the film is regarded as an infinite plane, and the frequency of the wave coincides with that of the transverse vibration, $\nu_{\text{TO}}$, in the infinite crystal. Such a wave interacts only with the tangential components of the electric field. Therefore, the $s$-spectrum of the film will consist of the single band near $\nu_{\text{TO}}$, independent of the angle of incidence. Since the $p$-polarized radiation has tangential and normal electric field components, these components will interact with those dipoles within the film that are oriented parallel and perpendicular to the surface, respectively, according to the selection rule. Furthermore, under action of the external electric field normal to the surface, the dipoles experience an additional electric field induced by the polarized chemical bonds within the layer. It follows that in the $p$-polarized spectra, the band near the longitudinal optical mode $\nu_{\text{LO}}$ will be observed, in addition to the band near $\nu_{\text{TO}}$ resulting from the dipoles parallel to the film. It is evident that the dipole oscillations responsible for the $\nu_{\text{TO}}$ band are directed along the surface, these oscillations will be quenched by a metal surface and, hence, be absent in $p$-polarized spectra of films on metal substrates.

Figure 4.7 shows series of IRA spectra of one monolayer silica film taken as a function of annealing temperature. As-deposited films exhibit a main absorption band centered at $\sim 1045 \text{ cm}^{-1}$ with a broad feature extended up to $1250 \text{ cm}^{-1}$. These bands gradually attenuate upon annealing, while the peaks at 1059, 771, and 675 cm$^{-1}$ gain intensity. The main signal at 1059 cm$^{-1}$ becomes very sharp such that the full width half maximum is only 12 cm$^{-1}$, suggesting a high ordering of the film and a single phonon excitation. Spectrum (b) and (c) in Figure 4.7 are basically formed by superposition of spectra of as-deposited and well ordered film, which implies a structural transformation at intermediate annealing temperature.

As already mentioned, once the first silica layer is formed 3D silica clusters begin to nucleate. Keeping this in mind, a relatively thick silica film covered by clusters with diameters of approximately 3-5 nm was prepared (Figure 4.8 (a)). The clusters on the terraces cause a dramatic decrease in the intensity of main phonon (1059 cm$^{-1}$). A broad feature appears around 1025 cm$^{-1}$ as well as two additional features at 1240 cm$^{-1}$ and 860 cm$^{-1}$, as illustrated in Figure 4.8 (b). The feature at 1240 cm$^{-1}$ is within the range of asymmetric Si–O stretching reported for silica films grown on silicon substrates and the feature at 860 cm$^{-1}$ is its symmetric counterpart [151]. In order to unravel the origin of the band around 1025 cm$^{-1}$, silicon is deposited at elevated temperature ($T=900 \text{ K}$) in oxygen atmosphere ($P=5 \times 10^{-8} \text{ mbar}$) on an already highly ordered silica film. According to STM observations (Figure 4.8 (c)), the silica clusters decorate mainly the step edges. In the corresponding IR spectrum a broad peak attributed to Si–O asymmetric stretching mode is observed, but the peak at 1025 cm$^{-1}$ appearing as a shoulder to the main phonon as the clusters cover the terraces is absent, thus it is interpreted as the result of the interaction of the clusters with the single layer silica film on the terraces.

These experiments clearly show that IRAS features beyond those at 1059, 771 and 675 cm$^{-1}$ originate from three-dimensional silica particles. Turning back to Figure 4.7, the enhancement of the IRAS spectra with annealing can be rationalized on the basis of wetting behavior of the silica film on molybdenum substrate. Annealing in UHV to 1250 K
reduces the Si 2p intensity together with the O 1s intensity (O1-O2 component only) simultaneously, which can also be explained by desorption of silica clusters. Gradual attenuation of the intensity of the peak at 1045 cm\(^{-1}\) and corresponding intensity gaining of the peak at 1059 cm\(^{-1}\) can then be attributed to structural transformation due to the stabilization of the interface bond and desorption of silica particles from the surface. DFT calculations reveal that energetically the most favorable silica film structure is the one which interface oxygen ions binds to the bridge site of the Mo(112) surface (complete results of DFT calculations will be given in the next section). The width of the terraces of the well-ordered films influences the low frequency shoulder of the peak at 1059 cm\(^{-1}\). Deposition of silicon in higher oxygen pressures (>5×10\(^{-8}\) mbar) at 900 K might cause faceting of the substrate therefore the width of the terraces dramatically changes. Narrow, randomly oriented terraces apparently perturb long range order, leading to a shoulder in the vibrational spectrum of the silica film. High density of silica particles makes the film almost amorphous. All these findings point out that a well-ordered silica film is only one layer thick, any attempt to grow thicker layers results in formation of 3D particles.

Based on the experimental observations several structural models for one-, two-, and three-layer thick silica films have been proposed [129, 130]. First, the small peak at 675 cm\(^{-1}\) has been assigned to the Si–O–Mo interface modes [128]. The calculated vibrational energies [130] support the assignment of the low-frequency band to Si–O–Mo stretching, since the vibrations of various intensity have been found in this region. In particular, the calculations considering dehydroxylated β-cristobalite as the structure of the three layer silica film show one intense vibrational band at 677 cm\(^{-1}\), justifying the experimental observations. Similar values have been calculated for the β-tridymite structure. The DFT calculations estimate the formation of 2-membered Si–O rings at the surface of the reconstructed cristobalite and tridymite. The second small band at 771 cm\(^{-1}\) has been interpreted as \(v_{\text{LO}}\) mode of the surface 2-membered rings of β-cristobalite. It has also been proposed that there can only be a sharp band between 1000 and 1050 cm\(^{-1}\) in case the film is thinner than two layers [152]. Comparing the calculated vibrational frequencies of two layer quartz, cristobalite and tridymite structures, the sharp band above 1000 cm\(^{-1}\) has been assigned to the normal vibration of the Si–O–Si bridges connecting the top and the interface layers. Origin of this sharp band has also been question by Chen and Goodman.

Figure 4.7 Characterization of structural improvement of an as-deposited silica film. Left: STM image of an as-deposited film 100×100 nm\(^2\), \(V_0/I = 3.0\) V/0.1 nA. Right: IR spectra of (a) deposited at 900 K and the same film annealed to (b) 1000 K, (c) 1100 K, and (d) 1250 K. All spectra were taken at 300 K.
Silica Films Grown on a Mo(112) Surface

Proposing the isolated SiO$_4$ clusters fully coordinated to molybdenum substrate as the structural building block of the single layer film, they have concluded that this band can only be related to Si–O–Mo stretching vibration with strong dipole component perpendicular to the surface.

The combined experimental results suggest that there are two oxygen species residing in different chemical environments, one of which can reasonably be assigned to oxygen binding to the substrate. In addition, there is a very strong vibration of a bond with a dipole moment perpendicular to the surface. The asymmetric stretching vibration of Si–O–Mo species is a good candidate for such a mode, as suggested by Chen and Goodman. Concomitantly, the weaker bands at 771 and 675 cm$^{-1}$ correspond to the vibrational modes with a small net dipole moment normal to the surface. DFT calculations employed to examine structural stability of silica films of various thickness estimate that the most stable ones are single-layer structures which form a network of corner sharing SiO$_4$ tetrahedra (see Figure 4.3 (g) and (h)). One corner of each tetrahedron is bonded to bridge site of the underlying Mo substrate thus forming a Si–O–Mo bond. The remaining oxygen anions (surface oxygen species) bridge neighboring Si cations and form 2D network. The most intense mode is observed for the asymmetric Si–O–Mo stretching at 1059 cm$^{-1}$ originating from the Si–O bond pointing downwards to the Mo substrate. The second mode at 771 cm$^{-1}$ is the Si–O–Si symmetric stretching coupled with Si–O–Si bending and the third mode at 675 cm$^{-1}$ is a coupling of Si–O–Si bending modes.

One may expect that additional oxygen atoms (O*) may influence the vibrational properties of the silica films. Figure 4.9 clearly illustrates the differences in the vibrational spectra of O-poor and O-rich silica films. The additional oxygen atoms on molybdenum surface leads to a red-shift in the Si–O–Mo stretching mode from 1059 cm$^{-1}$ to 1050 cm$^{-1}$ and a broadening in its FWHM by 8 cm$^{-1}$. The peaks related to surface Si–O vibrational modes centered at 771 cm$^{-1}$ and 675 cm$^{-1}$ do not experience any shift justifying the assignments of the surface and interface relates vibrations. In addition, the most intense peak gives information about how collective motion of Si–O bond towards molybdenum substrate can be perturbed. Incorporation of oxygen into the unit cell in a controlled fashion results in a gradual red-shift in Si–O–Mo stretching frequency. It is reasonable to consider that the frequency and FWHM of Si–O–Mo mode is related to how additional oxygen atoms modify the molybdenum substrate. The structural optimizations done by

Figure 4.8 STM images and infrared reflection absorption spectra of silica particles formed on the well-ordered silica film by Si deposition in 5×10$^{-8}$ mbar O$_2$ at 900 K. Spectrum (2) and (3) correspond to the STM images (c) and (a), respectively. The spectrum (1) is for the original well-ordered film. Image size and the tunneling parameters: (a) 100×100 nm$^2$, V$_s$/I=+2.8 V/0.20 nA; (c) 100×100 nm$^2$, V$_s$/I=+3.5 V/0.10 nA.
4.6 Summary of the Results of DFT Calculations

The atomic structure of the thin crystalline silica film on a Mo(112) substrate has been determined based on the excellent agreement between the results of DFT calculations and the high-quality experimental data. Inspired by the structures of layered silicates [153], more than 15 models consisting of single and double layers of SiO₄ tetrahedra, which do not have dangling Si-O bonds or edge-shared SiO₄ tetrahedra strained (two-member silica rings) at the film surface have been constructed. It has turned out that the most stable ones are single-layer structures with a surface unit cell composition of Si₄O₁₀, which form a network of corner sharing SiO₄ tetrahedra. One corner of each tetrahedron is pointing to the underlying Mo substrate thus forming a Si-O-Mo bond. The other three oxygen atoms form Si-O-Si bonds with the neighboring tetrahedra. There are three possible molybdenum surface sites (bridge, atop, and pseudo three-fold hollow) for the SiO₄ network to bind. The results of the calculations show that the structure with oxygen ions in bridge positions is energetically the most favorable one [154]. At elevated oxygen pressures (chemical potentials) the calculations also predict formation of O-rich silica films. Structural parameters of the O-poor, O-rich and intermediate phases for silica films are shown in Table 4.2.

Table 4.2 Selected structural parameters (Å, deg) for the SiO₂/Mo(112) films: 1 ML O-poor model (0O) and 1 ML A/nO atoms up to O-rich (4O).

<table>
<thead>
<tr>
<th>Model</th>
<th>Si-O1</th>
<th>Si-O2</th>
<th>Si-O3</th>
<th>Mo-O3</th>
<th>Si-O1-Si</th>
<th>Si-O2-Si</th>
<th>Si-O-Mo</th>
</tr>
</thead>
<tbody>
<tr>
<td>0O</td>
<td>1.622</td>
<td>1.640</td>
<td>1.646</td>
<td>2.105-2.114</td>
<td>163.2</td>
<td>132.9</td>
<td>139.2-139.6</td>
</tr>
<tr>
<td>1O</td>
<td>1.622(3)</td>
<td>1.640(1)</td>
<td>1.645-1.649</td>
<td>2.073-2.125</td>
<td>163.3-166.7</td>
<td>132.9</td>
<td>137.6-140.4</td>
</tr>
<tr>
<td>2O</td>
<td>1.623(5)</td>
<td>1.640(1)</td>
<td>1.648-1.653</td>
<td>2.069-2.129</td>
<td>163.8-167.9</td>
<td>133.4</td>
<td>135.4-140.3</td>
</tr>
<tr>
<td>3O</td>
<td>1.623-1.625(6)</td>
<td>1.640(1)</td>
<td>1.649-1.653</td>
<td>2.081-2.107</td>
<td>163.7-169.1</td>
<td>132.4</td>
<td>135.2-136.5</td>
</tr>
<tr>
<td>4O</td>
<td>1.624</td>
<td>1.641(2)</td>
<td>1.649-1.650</td>
<td>2.080-2.210</td>
<td>166.8</td>
<td>130.8</td>
<td>135.8-137.3</td>
</tr>
</tbody>
</table>

Calculated vibrational spectra, O 1s core-level shifts, and simulated STM images of the silica film are all in excellent agreement with the experimental findings. Frequencies and...
relative intensities of vibrational bands of O-poor and O-rich silica films have been calculated and it has been shown that within those which are infrared active IRA spectra of silica films have only three bands as observed experimentally. Other 2D-network models and cluster model [129] suggesting SiO$_4$ isolated units as the building block of the silica films have been discarded since their calculated vibrational frequencies do not fit the experimental ones [155]. The same difference in binding energies of O 1s core levels, between surface (O1 and O2), interface (O3) and extra (O*) oxygen ions, has also been found in calculations. Experimentally observed core level shift between surface and interface oxygen ions (1.3 eV) has been proposed as another proof to discriminate isolated SiO$_4$ cluster model [129, 156] where there is no big difference in calculated binding energies. Finally, based on calculated density of states, STM images of the most stable structure have been simulated by following the Tersoff-Hamann approach [28]. The protrusions imaged by STM have been attributed to the Si atoms at a large tip-surface distance or to the bridging oxygen atoms at a smaller distance. In both cases, the simulated images match well with the experimental ones, providing further evidence concerning the precision of 2D structural model.

4.7 Defect Structure

Silica films grown on Mo(112) surfaces exhibit a high degree of order and very low surface roughness. However, the microscopic defect structures of the film have not been fully solved to date. Presence of antiphase domain boundaries has been predicted by Schroeder et al. [157] on the basis of LEED analysis. From the broadening of the LEED spots, antiphase domain boundaries propagating in both crystallographic directions of the molybdenum substrate have been found. Those boundaries have first been imaged by Min et al. [158]; however, atomic structure and their chemical activities have not been determined. Preparation of highly defective silica films has also been reported and their nature has been discussed by UPS analysis [159]. Annealing the silica film to a temperature lower than 1200 K has been proposed as a method to create high density defects. However, IRAS and STM results clearly indicate that there might be silica clusters at the surface of the wetting silica layer if the film is annealed at lower temperatures.

Defects that are associated with a deviation from the normal Si and O coordination involve atoms with broken or dangling bonds. These defects usually introduce dangling orbitals populated by only one (unpaired) electron. Using electron spin resonance (ESR) as the tool for studying defect sites, there have been reported an impressive array of paramagnetic point defects in the bulk silica structure, most of which are closely related to various defects in quartz or vitreous silica [160, 161]. A number of these defects have significant electrical properties; indeed, about half of the electrical defects in the Si/SiO$_2$ system have been shown to be paramagnetic in one state or another.

The excess-oxygen center, called non-bridging-oxygen (NBO) center, i.e., O$_3$≡Si−O·, and the peroxy radical (O$_2$≡Si−O−O·) are important centers, occurring frequently in bulk fused silica. They do not occur in quartz, since they would require a severe local distortion of the lattice. They have been observed in thin thermal oxides, and seem to behave more or less like those in fused silica. The essential element of the very important E' center is the moiety O$_3$≡Si· [161], i.e., a dangling Si sp$^3$ orbital with an unpaired electron in it. The E' center is usually associated with an oxygen vacancy which gives reason for the dangling Si bond. Altogether, more than ten E'-like centers have been differentiated in crystalline quartz, in amorphous fused silica, and in thin film silica. A major subdivision is the presence or absence of a complementary adjacent moiety O$_3$≡Si+. Other possibilities include the presence of atoms, mainly O or H but they will not be discussed here.
Among the various kinds of the E' centers in a-SiO₂, the E'γ center appears to be the most common high-energy radiation-induced oxygen vacancy center generated in oxides prepared under a variety of conditions. The center also exists in crystalline silica, where it is denoted by E'γ. Extensive experimental [162] and theoretical studies [163, 164] have identified this center as a pair of silicon atoms, one bearing an unpaired electron spin and the other bearing a positive charge, adjoining an oxygen vacancy site (Si↑−Si+). The unpaired electron is localized primarily on an sp³ bonding orbital of a tetrahedral Si. The positively charged Si atom is far removed from its tetrahedral counterpart and believed to be bonded to a triply coordinated O atom or a five-fold coordinated silicon atom in the oxide network. From the point of view of the ESR experiment, the important feature of this center is that the unpaired electron spin is localized on a single Si atom. The precursor defect is an oxygen vacancy or a Si−Si bond. The E'δ center has the same precursor, but a slightly different ESR signature. These differences result from its different microscopic structure: the positively charged Si is not relaxed back to another network O or Si atom, but stays close to its nearest neighbor Si. As a result, this center is less stable and can be neutralized more easily [164]. The E'ε center comprises a Si atom containing the unpaired spin and an adjacent NBO center. It is assumed that the defect is created from rupturing strained Si−O−Si bonds [165, 166]. The E'α center is observed on the surface of silica. Contrary to the previous E' centers it is neutral in the ESR active state and invisible for ESR if positively charged [167]. The E'α center is believed to be a normal O₃≡Si−O−Si≡O₃ moiety in silica, from which the central oxygen is displaced by a radiation event, leaving behind O₃≡Si···Si≡O₃.

4.7.1 Line Defects: Antiphase Domain Boundaries

The properties of epitaxial films grown on metal substrates depend on their composition, structure, lattice matching between film and substrate, and defect structure. In addition to the superstructure domains, a well distinct crystal defects usually form. These crystal defects are called antiphase domain boundaries and owing to the ordering phenomenon, these are characterized by a phase shift vector which describes the displacement of the lattice vector at the boundary. Therefore, the APDs subdivide the superstructure into domains. The origin of antiphase domain boundaries is closely connected to the strain caused by the action of stress. It is well-known that the thickness of the ordered domains and thus the distance between APDs depends on the growth conditions such as temperature, substrate misorientation etc.

Figure 4.10 shows STM images of an antiphase domain boundary taken in two different tunneling conditions, where surface silicon (left) and surface oxygen (right) ions appear as protrusions. When one considers the regular surface structure in the form of 6-membered rings, an APDB is a repetition of 8- and 4-membered rings along [110] direction of the Mo(112) substrate, which is defined by a half lattice shift between regular domains. No other line defects propagating along [111] have been observed as proposed by LEED spot profile analysis. Coordination number of Si ions to oxygen ions is still four, similar to coordination of those on regular sites. The domain boundaries propagate along the terraces and terminate at edge of the terraces. Within hundreds of STM images, no domain boundary that continues to propagate along the neighboring terrace has been observed. 4-member rings are composed of four silicon and four surface oxygen ions. Si ions placed at the corners of rectangular unit mesh can clearly be distinguished in the STM image (Figure 4.10, left). Si-Si interatomic distance along [110] is 10 % shorter than the distance in 6-membered rings. Therefore, neighboring oxygen ions are pushed towards vacuum and appear somewhat brighter, as seen in the right STM image.
High density of APDBs increases the free energy of the thin films. The epitaxial films thus possess a large driving force for APDB removal. The situation can be compared to a polycrystalline film with grain boundaries. Density of the APDB in submonolayer silica films is much higher since the stress created is the driving force of the formation of domain boundaries. Annealing these films might cause the boundaries to migrate so that a local equilibrium at the boundaries can be achieved. The equilibrium at a boundary junction depends on the surface energy of the boundaries, the number of boundaries intersecting at a junction, the angle between the boundaries, and the curvature of the boundaries. DFT calculations predicted that energy cost to form two domain boundaries propagating right next to each other is not too different than the isolated ones suggesting that the free energy difference is not too drastic. As mentioned before, terrace sizes depend on the oxygen flux during silicon deposition at 900 K. The fact that the domain size is independent of the silicon flux but decreases with increasing oxygen amount is not surprising since this can be explained using general nucleation and growth arguments. During the initial stage of the growth, silica stripes are formed on molybdenum surface oxide and silicon atoms between those silica stripes react rapidly, leading to an increase in the island density. At certain coverage, the average separation between the islands becomes so small that most adatoms are captured by a defect site located on the island instead of forming new nuclei. At this stage, the maximum island density is reached. Finally, when two phases come together, they form an APDB. The average size of the islands is thus determined by the delicate balance between the deposition rate and amount of oxygen on the molybdenum surface to be reacted with Si adatoms.

4.7.2 Point Defects

The point defects influence nucleation and growth of the deposited particles on silica model systems therefore the nature of those has been questioned both experimentally and theoretically [146, 168]. Very recently, Martinez et al. [140] have calculated structures and properties of four different point defects possibly present at the surface of one monolayer silica film. The calculations have been restricted to the O-poor silica film structures and only O₃≡Si−O− (NBO), O₃≡Si: (E’ center), O₃≡Si−Si≡O₃ (oxygen vacancy), and O₃≡Si−O−O−Si≡O₃ (peroxo group) defect sites have been considered. Within those defect structures only NBO and oxygen vacancies have been found likely to be formed on silica surface. All defects introduce a state in the band gap and for NBO case; it is possible that dangling oxygen might capture one electron from the substrate.
Recent investigations performed by scanning probe techniques have improved the understanding of the structure of point defects on surfaces [169]. Since the local charge density dramatically changes on defect sites, it is very likely that pronounced contrast differences can be seen in topographic STM images. Figure 4.11 (a) and (b) show one type of point defect seldom observed on silica surfaces. The images of the same area were taken with negative and positive sample bias in order to differentiate the identity of the defect and its neighborhood. A registry analysis based on the known silica film structure reveals that the point defects are Si vacancies. One possibility in the presence of Si vacancy is the formation of peroxo groups. When the tunneling parameters fulfill the condition where only surface oxygen ions appear as bright protrusions, one might expect to see peroxo moieties if they exist. Since in 2D silica network there are two surface oxygen ions (O1 and O2), there are two geometrical possibilities that peroxo linkages might form. Difference in Si-Si interatomic distances in the presence of a Si vacancy makes \( \text{O}_3 \equiv \text{Si} = \text{O}_1 \equiv \text{Si} = \text{O}_2 \equiv \text{Si} = \text{O}_3 \) along \([\overline{1}10]\) direction more probable than the alternative \( \text{O}_3 \equiv \text{Si} = \text{O}_2 \equiv \text{Si} = \text{O}_3 \) along \([\overline{1}11]\) direction. In addition, both possibilities leave one NBO in the next coordination neighborhood. STM image seen in Figure 4.11 (a) might favor the former because of the bright protrusion between molybdenum troughs. Reversing the sample bias also reverses the contrast at the defect site (Figure 4.11 (b)). Another possibility is the formation of three NBO dangling bonds due to Si vacancy. Two of them along \([\overline{1}10]\) will be identical (O1=Si=O2) and the third one (O3=Si=O1) would be coordinated to two O2 ions. Due to the low number density of these vacancies (<10^{14} per cm^2), it is not possible to see a signature of these in the band gap of silica film. However, probe molecules might help us to distinguish the nature of those defects.

In general, dissociation of water on a defect site results in formation of two silanol (Si-OH) groups. Therefore, it is reasonable to assume that oxygen vacancies on silica film are hydroxylated and the other dissociation product, hydrogen, either recombines with another hydrogen and desorbs molecularly or forms Si-OH group by reacting with \( \text{O}_3 \equiv \text{Si} = \text{O} \) dangling bonds. \( \text{O}_3 \equiv \text{Si} = \text{O} \cdots \text{H} \) vibration has a distinct stretching frequency and
can be characterized by IRAS. In addition, if they exist, \( \sigma \) and \( \pi \) bonding states of hydroxyl groups can be distinguished in UP spectra. Adsorption of water at 100 K, 300 K and elevated temperatures under vapor pressures up to \( 1 \times 10^{-4} \) mbar did not give any sign of the formation of hydroxyl groups (for details, see Chapter 5). CO is another potential molecule to probe defect sites on silica [170]. As IRA spectrum of CO adsorbed on silica film at 100 K show in Figure 4.11 (e), adsorbing 0.2 L CO is enough to saturate all the accessible defect sites. Since the valence state of Si is 4+, it is expected that stretching frequency of CO to be around 2200 \( \text{cm}^{-1} \). However, the lower frequency of CO (2187 \( \text{cm}^{-1} \)) suggests that there might be another site where CO adsorbs. Since CO adsorbed on molybdenum surface oxide had the same stretching frequency, it reasonable to think that some molybdenum surface under Si vacancies can be exposed to CO. It is also likely that dangling NBO groups might form a bond with the substrate since affinity of molybdenum toward oxygen makes it quite favorable. This could also be the reason why dissociation of water does not take place on defect site. Nevertheless, those vacancies may certainly be nucleation sites for deposited particles and be still influence their coordination and reactivity.
CHAPTER 5

INTERACTION OF WATER WITH SILICA FILM

The importance of water in chemical and biological processes can hardly be exaggerated. However, it is not the only reason why water attracts so much attention in the scientific world [171, 172]. Being relatively simple, in the form of a single, isolated molecule, it demonstrates an impressive range of unusual properties in the condensed phase [173]. The best known ones are: a negative volume of melting, a density maximum at 4°C, and anomalously high melting and boiling points for such a low-molecular weight substance. In addition, an isothermal compressibility minimum at 46°C, a high value of the dielectric constant, an increase of the liquid fluidity with pressure, the existence of several distinct crystalline forms, and a very effective proton transport are among many other less known features. Thus, all these extraordinary properties must be explained by the presence of specific intermolecular interactions. This distinctive feature is the hydrogen bond formed between water molecules [174].

5.1 The Water Molecule and Hydrogen Bonding

The free water molecule has a simple geometric structure where two hydrogen atoms are covalently bonded to the oxygen. In Figure 5.1, a molecular orbital energy level diagram of H₂O is shown. The water molecular orbitals are denoted according to the C₂v point group symmetry, with the following ground state configuration

(1a₁)²(2a₁)²(1b₁)²(3a₁)²(1b₂)²

1a₁ is the localized O 1s core orbital, and the 2a₁ is the inner valence orbital with mainly O 2s character. The outer valence consists of the strongly bonding 1b₁ orbital, the nonbonding lone-pair orbital 1b₂, and the 3a₁ which has both bonding and lone-pair character. The orbital mixing is indicated in Figure 5.1 by the dashed lines. In the unoccupied valence region, the mixing of O 2p and H 1s gives the two OH anti-bonding combinations. The population of mainly bonding orbitals gives rise to the rather strong covalent intramolecular bond. The cost to break one OH bond is about 5.2 eV. Most of the electron density is centered on the oxygen atom, and in particular the lone-pair orbital gives rise to a rather strong intra-molecular dipole moment (\(\mu\sim1.86\) D). Geometry-wise, the covalent bond gives rise to a short OH bond length (~0.095 nm) and a near tetrahedral bond angle (104°).
The intermolecular interaction between water molecules represents a hydrogen bond (H-bond). The H-bond strength is intermediate between covalent or ionic and Van der Waals bonding [175]. For water the intermolecular bond strength is in the order of 10% of the intramolecular OH bond strength. The free OH group of one molecule is bonded to the lone pair side of the oxygen in another in a linear bond where the hydrogen is located along the O−O direction. The H-bond is traditionally ascribed to electrostatic interaction.

The properties of the H-bond are difficult to describe in a simple manner. The archetype of hydrogen bonding, the water dimer, has an O−O distance of ~0.295 nm. For the water trimer, this distance is significantly shorter (~0.285 nm). Via the tetramer (2.79 nm) an O−O distance close to the ice value is reached for the pentamer (0.276 nm). Clearly, the hydrogen bond strength is changed, which illustrates one of the difficulties to give a simple H-bond picture, namely the cooperativity. One approach is to calculate the bonding energies per water molecule in hydrogen bonded chains at constant O−O distances (0.284 nm) [176]. In this ab-initio study, the non-additive part of the H-bond increased by up to 16% of the total energy, clearly demonstrating the cooperative nature of hydrogen bonded water.

The exact chemical bonding picture of the H-bond is not known. It is clear, however, that the valence electrons are subject to significant changes when hydrogen bonds form. For example, in liquid water and ice, the dipole moment increases (from 1.86 to about 2.6−3.1 D) [177] which obviously means electronic structure changes. However, whether the electronic structure changes upon hydrogen bonding are due to the internal polarization from the surrounding molecules or from a charge transfer mechanism is still a matter of debate. In most studies, the H-bond has been considered as either a pure electrostatic interaction, including internal polarization from the field of the neighboring molecules [178], or as involving charge transfer between the molecules [179], sometimes interpreted as covalent bonding [180, 181]. The controversy between the pure electrostatic and charge transfer pictures has been particularly strong [182]. The difficulty rests in the fact that the different theoretical approaches applied give varying results [183, 184] and the situation is further complicated by the lack of direct experimental evidence supporting either picture.

Figure 5.1 Molecular orbital energy level diagram of H_2O (adapted from [185]).
5.2 Ice

The versatility of hydrogen bonds between water molecules is illustrated by the extraordinarily complex phase diagram of water. In particular, the low and high-density amorphous ice and supercooled water attracts a high scientific interest [186]. In crystalline ice, each water molecule is fully coordinated to 4 other molecules in near tetrahedral structures. Small deviations in bond angles allow for a large number of crystalline phases [187] which are depicted in Figure 5.2. Among the different phases, only the crystalline structure called hexagonal ice (ice Ih) is found in nature under normal conditions. Each water molecule is bound to four other molecules in an almost perfect tetrahedral structure, with intramolecular bond angles of ~109.5° and intermolecular O–O distances of about 0.274-0.276 nm depending on temperature. The bulk structure of hexagonal ice is often referred to as a hydrogen-bonded model system, a well characterized and understood phase. If one takes a closer look at the hexagonal geometry, it can be seen that the structure can be described by a stacking of ~0.095 nm thick bilayers separated from each other by 0.37 nm. Cubic ice (Ic) has the same bilayer structure but differs in the stacking sequence. Within the so-called Bernal-Fowler ice-rules [188], two internal hydrogen bonds can be placed in any of the four given directions. Due to entropy reasons, hexagonal ice settles into a random arrangement of hydrogen atoms, which is referred to as proton disorder. An inspection of the probability of any given arrangement in an entire crystal led Pauling to the conclusion that at the absolute zero temperature, ice Ih should have a zero-point entropy of 3.4 J mol⁻¹ deg⁻¹ [189], in excellent agreement with experiment.

5.3 Interaction of Water with Surfaces

Surface science studies on water adsorption on solid surfaces have been reviewed by Thiel and Madey [185] and recently by Henderson [190]. In spite of a vast amount of
studies reported, the adsorption and desorption behavior of water are still debated even for the systems extensively investigated for years like, for instance, Pt(111), Pd(111) and Ru(0001) [191-198]. It has been shown that water monomers form on metal surfaces at low coverage and at very low temperatures (typically < 40 K), which cluster into amorphous solid water (ASW) on heating above 60 K due to enhanced water diffusion on the surface [199, 200]. Upon further heating to or dosing at 125-135 K, a crystalline ice (CI) forms. Based on the diffraction studies it has been suggested that the CI films are cubic ice in nature which is terminated by an unreconstructed (0001) bilayer [201-203]. In the bilayer model of ice on metal surfaces, first proposed by Doering and Madey [201], the first layer consists of nearly in-plane water molecules bound to the metal surface via oxygen lone pair, while water molecules in the second layer are in plane with a surface normal. Only one H atom from the top-laying molecules is involved in formation of H-bond network to the water molecules in the first layer, another H atom is pointed from the surface (referred to as 'H-up' model). However, recent theoretical results [204, 205] suggest that this OH bond points to the metal surface (H-down model) leaving no dangling OH bonds protruding into the vacuum, thus explaining the non-wetting behavior of the next ice agglomerates on top of the 'hydrophobic' water bi-layer as experimentally observed by Kimmel et al. [206]. The formation of an epitaxial CI film may lead to the formation long-range ordered structures like, for example, $\sqrt{39} \times \sqrt{39} R16.1^\circ$ on Pt(111) [191] and $\sqrt{3} \times \sqrt{3} R30^\circ$ on Ru(0001) [201, 202]. Using scanning tunneling microscopy operating at low temperatures, cyclic water hexamers have been observed on Pt(111) [207], Cu(111) [208] and Ag(111) [209] surfaces. Based on density functional theory calculations, these hexamers have been explained as rings of nearly flat-lying water molecules which are considered as building units for the two-dimensional growth of ice on Pd(111) [210]. Very recently, Yamada et al. have reported on the self-assembling of water molecules into one-dimensional zig-zag chains on the Cu(110) surface at low coverage due to the anisotropy of the substrate [211].

Formation of the CI films on oxide surfaces has been studied to a less extent [212-215]. To date, MgO(100) seems to be the only surface on which ordered water overlayers have been observed, although different water structures have reported. Heidberg et al. [216] found a c(4×2) structure by LEED, while Goodman and co-workers [217] using MgO(100) films grown on Mo(100) reported on a p(3×2) structure. Recent studies by Ferry and co-workers have shown that there is a delicate balance between wetting and clustering behavior of water on MgO(100) which may strongly depend on the experimental conditions [218, 219]. In addition, several theoretical studies suggest that a mixed (water+hydroxyl) layer is thermodynamically more stable than water bi-layer, which implies water dissociation on MgO(100), however, this issue remains controversial [220, 221].

It is expected that oxygen terminated defect-free oxide surfaces do not dissociate water. Indeed, Tzvetkov et al. found no evidence for water dissociation on thin alumina film grown on NiAl(110) [222]. Based on work function measurements, photoelectron spectroscopy using synchrotron radiation and ultraviolet photoelectron spectroscopy, the authors suggested that isolated water molecules start to cluster at sub-monolayer coverage at around 100 K, finally forming three-dimensional ice multilayers. Also, Weiss and co-workers observed only molecular water adsorption on oxygen terminated FeO(111) films grown on Pt(111) [223]. Based on TPD and UPS results they have proposed that water first adsorbs at 100 K as monomers in upright geometry with the oxygen atom pointed toward the Fe ions underneath the top O-layer. At increasing water coverage, formation of the CI film in a 'H-up' geometry has been suggested. In contrast, Kay and co-workers [224] have found no evidence for isolated water monomers even at 30 K using TPD of N$_2$ and vibrational spectroscopy. The authors suggest formation of ordered ice islands wetting the FeO(111) surface at 135 K. However, no long range water ordering has been observed by LEED in both studies.
It is obvious that the epitaxial growth of ice on any substrate is favored by a small lattice mismatch between them. The O-O distance in the hexagonal ice phase is 0.275 nm (0.261 nm when projected onto the (0001) plane), that is much shorter than 0.3-0.31 nm for the close-packed FeO(111) as well as alumina film surfaces mentioned above. However, a well-ordered silica film grown on a Mo(112) single crystal exhibits a slightly distorted hexagonal lattice with an O−O distance in the top layer equal to 0.273 nm and therefore can be considered as a good substrate for the epitaxial growth of ice. The interaction of water with differently prepared silica films was previously studied by Wendt et al., who have proposed that water forms 3D clusters at 90 K even at low coverages and does not dissociate on the surface upon heating [225].

5.4 Adsorption of Water on Silica Surface and Formation of Ordered Water Overlayer

5.4.1 Desorption Kinetics of Amorphous and Crystalline Water

Thermal desorption of water has been extensively used in characterizing the interaction of water with solid surfaces, particularly in terms of monitoring reactivities, adsorption capacities, site distributions and site binding energies. The desorption properties of water have been examined primarily using temperature programmed desorption techniques [185]. The water-surface interaction has a significant impact on the desorption of water from thin ice layers. One might also expect that desorption of water from small clusters should be highly dependent on the nature of the water-surface interaction.

As has been suggested in the previous section on the desorption properties of water from solid surfaces, the interplay between water-water and water-surface interactions is manifested in many of the properties of adsorbed water. In particular, the ability of water to cluster, form structures that are registered to the host lattice or to dissociate are all linked to the energetics and dynamics of water-water versus water-surface interactions. From an energetic perspective, this interplay can be divided into three general categories: (a) water-water ≥ water-surface; (b) water-water ≤ water-surface; and (c) water-water << water-surface. The first category is the typical condition of clustering of water, such as is the case for most noble metal surfaces; the second category is a trade-off between registered molecular water and intermolecular hydrogen bonding. The third category fulfills the energetic conditions for water dissociation. One must also consider kinetic processes in these interactions. For example, systems in which water-water interactions are energetically more favorable than water-surface interactions can be isolated in metastable states where the latter do not come into play, e.g., at low temperatures. Under these conditions, the structure of molecularly adsorbed water will be considerably different than that encountered when water-water interactions are present. Therefore, ASW is also referred as a metastable phase of solid water.

Figure 5.3 (a) shows a family of TPD spectra as a function of H₂O exposure at 100 K. These spectra show a zero-order desorption kinetics of 'multilayer' water as was observed on many solid surfaces [222, 226-228]. The same kinetics is observed for D₂O adsorption, with the desorption temperature shifting by ~10 K to higher temperatures as compared to H₂O at a given water coverage. The analysis of the leading edge of these TPD spectra (see Figure 5.3 (d)) revealed desorption energies of 45 and 51.5 kJmol⁻¹ for H₂O and D₂O, respectively, which are consistent with heats of sublimation reported in the literature [185, 229, 230]. No features indicating transition from monolayer to multilayer desorption have been observed by TPD (as seen on Pt(111), for example [206]), which
implies formation of an overlayer where the interaction with the substrate is weaker than that between the water molecules.

However, water dosing at 140 K (i.e. the edge of H$_2$O desorption) results in desorption with a pseudo-first order kinetics as shown in Figure 5.3 (b). The top spectrum in Figure 5.3 (b) corresponds to the highest coverage (~1.4 BLE) reached under these conditions, (which in fact critically depends on the balance between the sample cooling rate and the water pumping speed since water starts to desorb at this temperature but may re-adsorb while cooling). Comparison of two sets of spectra shows that H$_2$O adsorbed at 140 K desorbs at temperatures ~7 K higher than water exposed at 100 K up to the same coverage. Even a larger difference (ΔT=18 K) is observed for D$_2$O (see Figure 5.3 (c)), when adsorption at 100 K and 150 K (the edge of D$_2$O desorption) is compared. These

Figure 5.3 TPD spectra of H$_2$O adsorbed on a silica film at (a) 100 K and (b) 140 K. (c) TPD spectra of ~1 BLE D$_2$O adsorbed at 100 and 150 K. Heating rate was 3 Ks$^{-1}$ for each spectrum. (d) Arrhenius plot of the amorphous H$_2$O desorption. The black line is a linear fit to the experimental data and corresponding slope (activation energy) is shown in the figure.

4 Bilayer equivalent (BLE) refers to the amount of water adsorbed on silica film. It was calibrated with water adsorption on Pt(111), where the formation of water bilayer can be discriminated by TPD.
findings indicate that two different structures are formed by adsorption at 100 and 140 (150) K, respectively. Figure 5.3 (c) clearly shows that the desorption signal from the 'high temperature' structure cannot comprise the high temperature tail of the TPD traces of water adsorbed at 100 K. Note also, that the TPD spectra do not reveal any feature for heating rates of 0.2-3 Ks⁻¹, which could be associated with the structural transformations upon heating in a definitive manner. Therefore, it can be concluded that the surface restructuring proceeds slower than the time scale of the TPD experiment (typically 10-20 seconds).

Interestingly, any attempts to resolve two desorption states in TPD spectra by additional adsorption at 100 K on the sample pre-exposed to H₂O at 140 K were unsuccessful as it always resulted in the same TPD spectra as for water exposed only at 100 K. This seems to indicate that the reverse transformation is kinetically limited but may be triggered by additional water adsorption.

5.4.2 Monitoring Crystallization with Vibrational Spectroscopy

Figure 5.4 shows IRA spectra of the silica film as a function of water exposure at 100 K. The infrared spectrum of water, in general, exhibits OH stretching vibration band (ν₁, ν₃) between 3000 and 3700 cm⁻¹, OH bending band (ν₂ or δ₉H) between 1700 and 1620 cm⁻¹, and a broad hindered rotation band (νᵣ) in the 700-900 cm⁻¹ region [231-234]. Besides, a fourth band, a combination band of bending vibration and hindered rotation, becomes apparent between 2250 and 2220 cm⁻¹, especially at high ice coverage (not shown). The vibrational properties of water, in many forms of crystalline ice or in a liquid phase, have been extensively studied under variety of pressure and temperature regimes. Stretching vibrational region of ice clusters is composed of the hydrogen bonded OH and free-OH bands. The free-OH band is clearly visible in the spectra of ice films and amorphous ice clusters (3690-3700 cm⁻¹) and attributed to non-hydrogen bonded dangling OH groups at the surface and periphery of the clusters [234, 235]. Hydrogen bonded OH stretching spectral region is rather broader and red-shifted as compared to the gas phase values (the frequencies of asymmetric and symmetric stretching bands of water in gas phase are 3756 and 3657 cm⁻¹, respectively [236]). The complexity of distribution of density of the states is the central reason for the variety of the different interpretations of OH stretch vibrations. For dissociative water adsorption on oxides, the frequencies of isolated OH species on the oxide surfaces are typically below 3700 cm⁻¹, for example, 3620 cm⁻¹ for Cr₂O₃ [237], 3660 cm⁻¹ for Fe₃O₄ [238].
The OH-stretching region of the IRA spectra, presented in the left diagram of Figure 5.4, with a broad band centered at ~3400 cm\(^{-1}\) is typical for the H-bonded ASW phase [224]. This form of non-crystalline ice is observed below ~120 K when water vapor condenses on a cold substrate. O–O inter-atomic distance between neighboring water molecules and O–O–O angle represent small deviations together with the hydrogen bonding order. In the initial stage of deposition, OH stretching band grows featureless with coverage, suggesting that at 100 K ice molecules form hydrogen bonded clusters [200]. In addition, two relatively weak signals at 3696 cm\(^{-1}\) and 3655 cm\(^{-1}\) can be detected. The band at 3696 cm\(^{-1}\) is assigned straightforwardly to the free-OH bonds on the surface of 3D ice clusters [233, 239, 240] while the band at 3655 cm\(^{-1}\) can be attributed to the isolated OH species formed on the defect sites of the silica film. Since ASW growth depends on many factors; such as surface morphology, temperature and deposition rate [241], free-OH groups may also be found in micropores possibly present inside ice clusters. Second peak at 3655 cm\(^{-1}\) is in the range of vibrational frequency of OH groups observed on metal oxides. However, this band cannot be assigned to silanol (Si–OH) groups because the frequency of these groups found in hydroxylated silica gels is much higher [242, 243]. Line defects have similar surface termination as regular silica surface and dissociation of water on these defect sites is considered to be very unlikely. As discussed in Chapter 4, the point defects (possibly silicon vacancies) are present and density of which is low. Within the first nearest neighborhood of silicon vacancies, dangling Si–O· bonds might be ideal sites for water dissociation. However, its affinity toward oxygen atoms makes molybdenum substrate questionable and dissociation of Si–O· bond by substrate can not be disregarded. Besides, the free-OH groups at the periphery of ice clusters may form strained hydrogen bonding with those sites or with the regular oxygen atoms in the silica network. In addition, TPD results do not indicate any recombinative desorption peak. This band can therefore be assigned to strained OH groups weakly bonded to silica point defect sites which, in this scenario, are either molybdenum substrate accessible due to the vacancy or silicon cation not fully coordinated to 2D network of silica film.

Increase in ice coverage makes three discernable hydrogen bonded bands evolve. The band at 3390 cm\(^{-1}\) becomes sharper with two low frequency shoulders at about 3315 cm\(^{-1}\) and 3150 cm\(^{-1}\). Sharpening the bands is an indication of extended hydrogen bonding. Since the ice overlayers are amorphous in nature at this temperature, it is difficult to make a parental assignment to unique vibrations. ASW growth has an impact on vibrational properties of silica film, too. Water adsorption at 100 K gradually shifts the main peak assigned to the Si–O–Mo stretching vibrations (1059 cm\(^{-1}\)) by ~9 cm\(^{-1}\) towards higher frequencies without significant loss of the intensity, which then stays nearly constant, although the water coverage increases as evidenced by continuous growth of the broad bands centered at ~3400 cm\(^{-1}\) and ~900 cm\(^{-1}\).

The left panel of Figure 5.5 shows structural phase transition of ASW layers deposited at 100 to CI. Above 130 K, reshaping and red-shift are observed in OH stretching region. It is conventional to relate the changes in the shape of infrared spectra to the strength of hydrogen bonding. The shape of the OH stretching band can also be described as a central band with two distinct shoulders residing at higher and lower frequencies, similar to the bands recently assigned by Buch and Devlin [232]. Based on Ih structure, the authors propose that the central component has an asymmetric character \(\nu_g\) and the interaction of individual dipoles with long range fields gives rise to split in \(\nu_{LO}, \nu_{TO}\) modes. High frequency shoulder has been interpreted as a longitudinal intermediate band involving polarizations perpendicular to the surface layer of Ih, whereas; polarizations are parallel for low frequency shoulder. The generally agreed assignment to the low frequency shoulder of CI spectrum (3140 cm\(^{-1}\) for OH) is symmetric stretching band \(\nu_s\) oscillating in-phase [231]. Intensities of these vibrational modes depend on many factors, such as
degree of crystallinity, polarity of the IR light and also spectroscopic mode. Since IRAS experiments have been carried out by using p-polarized infrared radiation at grazing incidence, interpretation OH (or OD) spectral region should be made taking optical vibrational modes into account. This section has been devoted only to observation of an ordered ice layers on silica surface and detailed interpretation of vibrational spectra and nature of bonding of water molecules on silica film will be discussed in the following section.

The formation of the more strongly bound CI layer significantly modifies the vibrational properties of the silica film, resulting in a remarkable blue-shift of the Si–O–Mo stretching frequency. On slow heating of this sample, the phonon absorption peak at 1068 cm⁻¹ splits in two peaks: one peak at 1059 cm⁻¹ as in the original silica film, and a high frequency peak (1076 cm⁻¹ at 140 K), as shown in Figure 5.5. This splitting appears simultaneously with the spectral changes in the OH stretching region. Upon further heating, the CI film sublimes and the high frequency phonon peak vanishes while the peak at 1059 cm⁻¹ from the bare silica gains the intensity. This blue shifted phonon emerges from the onset if the water is dosed at 140 K, indicating that this surface structure depends only on temperature and therefore is thermodynamically stable. The experiments with the silica film prepared with ¹⁸O₂ show the same behavior, which confirms that the effect originates from the water/silica interaction.

After crystallization is completed, CI continues to sublimate from silica surface and naturally the intensity of OH vibrational bands attenuates. At this point, OH region can give quantitative information since changes in dipole-dipole interactions between crystalline

Figure 5.5 IRA spectra of 6 BLE of H₂O adsorbed on the silica film at 100 K and slowly heated up to complete desorption.
ice molecules do not influence intensity much. Divided silica phonon carries on shifting to higher frequencies. As yet, conclusions have been drawn based on structural ordering between water molecules. In a similar work done on Pt(111) surface, polar ordering (or ferroelectricity) in ice has been described as a surface induced effect, and it vanishes asymptotically when the ice layers get thicker [244]. The values of total dipole moments have been calculated for two and three puckered water bilayers [245] which may form due to lattice mismatch and compared with the values for flat layers. Results of these calculations clearly show that total dipole moment of water is higher if the overlayer is puckered. It is the O–O interatomic distance that counts for structure of Ih, which is nearly identical to that for Ic. Besides, they are both known to be the structures having lack of hydrogen order. On silica film, both OH and OD vibrational bands are much broader than the bands of hydrogen ordered ice phases (XI and XII) [246] and can not be related to ferroelectric behavior as claimed by Iedana et al. [247]. Compared with temperature regimes of proton ordered ice phases and CI formed on silica films, there is no doubt that the phonon splitting can not be taken as an indicator of changes in hydrogen order.

Above 155 K, the surface of the CI layers becomes flatter due to desorption and reorientation of hydrogen bonds. This reorientation can be understood in terms of conformation of frustrated hydrogen bonding by thermal means which is possible due to higher mobility of defects. Diffusion of hydrogen bonded molecules is restricted by their local environment and cannot take place without orienting the environment. Therefore, it is more likely that ice layers become less porous due to a kind of autocatalytic hydrogen bonding. Then, similar considerations can apply to interpretation of splitting; the polar order could be vanished due to presence of a fraction of less ordered ice molecules at the surface of clusters and divided silica phonon even shifts further to blue when disordered surface layer desorbs. Sum of the integrated intensities of divided phonon peaks is equal to that of silica film itself, so fraction of surface covered by ice can be calculated. Another reason might be the long range Coulomb interactions between water islands influencing clustering as observed on Cu(110) surface [211].

In principle, there are several factors which influence phonon spectra of thin oxide films in the presence of deposits and adsorbates as systematically studied by Frank et al. on alumina [248]. However, metal and oxide particles, deposited on thin alumina and silica films, always led to a red-shift and simultaneous broadening of the oxide phonon at increasing coverage [249, 250]. Any sorts of phonon coupling must be excluded as the vibration frequencies in water and silica film are energetically well separated. Since water is a polar molecule and has a large dipole moment, it seems plausible that the effect is caused by polarization of the water/silica interface, which influences the Si–O–Mo stretching vibration. The fact, that a much stronger phonon shift is caused by the crystalline ice, points to the formation of the ordered structures on the silica surface.

5.4.3 Photoelectron Spectroscopy

Water is a quite sensitive molecule and damaging can occur if it is exposed to high dose of electrons and photons. In order to record an O 1s XP spectrum of water the sample has to be exposed to photons with energy above the O 1s absorption threshold at about 530 eV. The generated holes from a photoemission/absorption event in the substrate or water molecules will mainly decay via an Auger mechanism emitting energetic electrons that can go through various inelastic scattering events. The inelastic scattering events in the substrate lead to a cascade of low energy secondary electrons which eventually escape from the sample through its surface. The cross section (probability) for adsorbed water molecules dissociating when exposed to these low energy electrons is very high. To make sure that water chemistry is not induced by the low energy electrons generated from the X-rays, it is of essence to minimize the electron dose per water molecule down to a
level where X-ray/electron induced dissociation can not be observed. However, at the same time we need a certain photon dose to collect the number of electrons necessary to record a spectrum with reasonable statistics. For the evidently very sensitive systems studied under UHV and low temperatures, this problem is minimized by a sample scanning procedure.

Figure 5.6 shows the O 1s PE spectra of the silica film exposed to water at 100 K. Two O species at 532.5 and 531.3 eV observed on the clean film have been the O atoms in the top-most (Si–O–Si) and interface (Si–O–Mo) layers, respectively. Adsorption of 6 L of water results in a signal centered at 534.3 eV, which can be attributed to the intact water molecule [222]. It is likely that an activation barrier has to be overcome in order for dissociation to occur. This possibility can be explored by slowly increasing the temperature of the substrate and recording the O 1s spectral evolution in real time. Due to a relatively broad spectral feature of water, it is difficult to follow the crystallization process around the same temperature range in which phonon splitting is observed. Upon slow heating, this signal gradually attenuates, finally resulting in the spectrum of the clean silica surface. However, no hydroxyl species (expected at ~533.5 eV) are detected upon heating to 170 K, which is consistent with non-dissociative adsorption of water.

5.4.4 Formation of Ordered Water Layer

The TPD results clearly show that two energetically different structures are formed by adsorption at 100 and 140 K. Based on the IRAS data, these structures can be rationalized in terms of the amorphous and crystalline films formed at 100 K and 140 K, respectively. The 'high-temperature' structure is thermodynamically stable since it can be formed either by heating of the ASW film to or by water exposure directly at 140 K. However, the structural transformations are quite slow (likely, in $10^2$ -seconds scale) and cannot be discriminated by TPD at the heating rates studied ($0.2-3$ Ks$^{-1}$).
Interaction of Water with Silica Film

Figure 5.7 LEED pattern (negative contrast) (a) and its schematic presentation (b) developed at around 145 K during heating of the 6BLE water, initially adsorbed at 100 K. (c) Structural model of the ice layer formed on the silica film, which exhibits a c(6×2)-Mo(112) or c(2×2)-Silica superstructure as indicated by a rhomb. A and B indicate the second- and first-layer water molecules, respectively.

Monitoring the LEED pattern while heating the water/silica sample, new diffraction spots in addition to the spots of the silica film can be observed as shown in Figure 5.7 (a). Due to water desorption, this pattern exists for a short time at temperatures very close to the maximum desorption temperature as simultaneously monitored by a mass-spectrometer. The additional experiments have proven that there are no electron induced effects; therefore the ordered structure is formed by molecular water. The analysis of the LEED patterns showed that the Cl layer basically exhibits a c(6×2) structure with respect to Mo(112)-(1×1) which may coexist with a (3×2) structure, the latter exhibits relatively weak spots depending on beam energy.

Since this ordered ice layer strongly affects the Si−O−Mo stretching, it is reasonable to assume that water adsorbs on silica through the O atoms sitting above the Si4+ cations. Previously, Joseph et al. [223] on the FeO(111) film and Tzvetkov et al. [222] on the alumina film have suggested that, at low coverage and 100 K, the water molecules are isolated and adsorb through oxygen pointing to the metal cations (Fe2+ and Al3+). However, as previously shown in IRA spectra, significant hydrogen bonding from the onset is observed, which favors a model consisting of a 2D network rather than that of 3D clustering.

Combining the experimental observations, a tentative model for the ordered structure of water on silica surface was depicted in Figure 5.7 (c). In this model, the position of atoms in the silica film and Mo substrate is fixed, meanwhile the distances
between the water molecules are slightly varied as compared to those in the ice Ih bulk. As a starting point, a bi-layer model of adsorbed water can be adopted, although the precise (H-up vs. H-down) model cannot be determined at this stage. The distance between equivalent water molecules along the [\bar{T}10] direction is 0.445 nm, which is only 1% shorter than on the ice Ih(0001) surface (= 0.45 nm). Along the [\bar{T}T1] direction, the water-water distance projected onto the Mo surface is equal to 0.273 nm, which is longer than 0.261 nm in the ice bulk. Therefore, the ice lattice must be slightly expanded along the Mo [\bar{T}T1] direction. Alternatively, the top water layer can be relaxed inward, thus decreasing the interlayer distance between the water layers. The resulting structure consists of water molecules in a given layer which is hydrogen-bonded into hexagonal rings such that alternating molecules are raised or lowered relative to the central plane to give the proper tetrahedral bonding angles. This bilayer configuration, which consists of an upper and a lower layer, is often referred to as being puckered. Successive bilayers are then joined by the raised molecules of one bilayer hydrogen-bonded to the lowered molecules of the next. In the absence of the silica film, the ice overlayer would show a (3×1) superstructure with respect to the Mo substrate. Since the silica monolayer forms a c(2×2) structure with respect to Mo(112)-(1×1), the ice layer exhibits a c(6×2) structure when referenced to Mo(112), and a c(2×2) structure with respect to the silica surface.

5.4.5 Determination of Coverage

Adsorption of water at 100 K causes a blue-shift in Si–O–Mo asymmetric stretching band but its integral intensity does not change at all. This is actually due to coverage of water on the surface of the silica film. Here, coverage of water is not more than a couple of tens of bilayer, therefore infrared light penetrates through the water layers and be reflected from the surface of molybdenum substrate. The splitting of main silica phonon induced by crystallization is an indication of dewetting. From the intensity analysis, one may calculate fraction of silica surface covered by water. The integrated intensity is identical to that of clean silica film as silica phonon splits into two. Like other phase transition processes, a nucleation site seeds the growth of the new phase. Presumably, the surface of ice layers can still be amorphous even though the crystallization is completed in the core. This is also reflected to the vibrational spectra of water on surfaces. After complete crystallization, no spectral changes are observed.

Figure 5.8 (a) shows an OD vibrational band of fully crystallized D₂O on silica surface. The spectrum can be identified by deconvoluting it in three Gaussian peaks. Doing a quantitative analysis by integrating the peak is not always straightforward due to intensity borrowing and dipole coupling effects. However, when the crystallization is complete, relative changes can give an idea about the coverage of water layers. Relative intensities of W₁, W₂, and W₃ are taken as a measure to estimate the completeness of the phase change. When full crystallization is achieved, frequencies of W₁, W₂, and W₃ components do not change and the peaks attenuate with the same relative fraction during desorption. In Figure 5.8 (b), area S₁ and S₂ (divided silica phonon due to water restructuring) show the fraction of bare surface and the surface covered by water, respectively. In the course of desorption of CI, the intensity of divided phonon (area S₂) attenuates and the frequency shifts to blue. Therefore, a plot showing the frequency shift with respect to fraction of the surface covered by water might be informative.
Crystallization induced dewetting behavior of ice is highlighted in two different regimes. As presented in Figure 5.8 (b), polar ordering continues to evolve even the fraction of the silica surface covered by CI drops below 0.4. In this region, the structural phase change is completed, no shape changes in OD stretching bands are observed and water desorbs molecularly in CI phase. The phase change takes place between 0.4 and 0.75 where water dewets the surface faster than the dewetting rate of crystalline phase. It is very likely that amorphous water desorbs from the surface of islands until ordered phase remains. This is also supported by the disappearance of the free-OD (or OH) groups at the surface of ice islands. Sublimation rate is also smaller for CI phase; however, it does not influence frequency shift of silica phonon.

5.5 The Nature of Water Bonding to Silica Film

5.5.1 Polar Ordering Probed by IRAS

For ice I phases, even though the shape of the OH stretching band is quite typical, there are still several points to be considered; such as the spectroscopic mode and polarization of infrared light to be absorbed. The first attempt to identify the spectral features of ice has been made by Whalley [231]. Based on a hexagonal ice model, the stretching bands have been explained as symmetric ($\nu_1$) and asymmetric ($\nu_3$) OH stretching vibrations with dipoles oscillating in- and out-of phase. Using an ice model which includes macroscopic collective vibrations, the role of long-range field forces in frequency modification ($\nu_{LO}-\nu_{TO}$ splitting); a consequence of a collective motion of dipoles as predicted by Lyddane-Sachs-Teller (LST) relation [251, 252], has also been pointed out. In addition to the field effects, the contribution of Fermi resonance owing to anharmonic interaction between a stretching fundamental mode and first overtone of HOH bending motion has been described. Not totally neglecting the influence $\nu_{LO}-\nu_{TO}$ splitting, the degree coupling between the intramolecular and the intermolecular bonding has been given as a possible description to the Raman and infrared spectral changes of ice [253, 254].

Most of the infrared spectra of ice clusters that have been studied to date have been interpreted without taking polarization effects into account, because those are mostly
acquired in transmission mode. P-polarized light can establish a large electric field that interacts strongly with the dipole transition in the same direction [253, 255]. For water molecules deposited on metal surfaces, only LO mode can be excited if the thickness of overlayer is smaller than the wavelength of the infrared radiation since it is the LO mode which has a transition dipole moment perpendicular to the surface plane. MSSR can be relaxed for ice films with a thickness comparable to the wavelength and contribution of TO modes into OH bands can be observed. Band shape changes due to crystallization have been reported for the thick ice films, too [234, 256, 257]. Regardless of the morphological differences, spectral changes have been attributed to the optical flatness of ice giving rise to an enhancement in reflection of infrared radiation. For aerosol ice particles, Devlin and Buch [258] have shown particles size dependent spectral modifications. Featureless spectrum of the particles smaller than 2 nm has been attributed to the lack of crystallinity. Particles larger than 2 nm have been shown to have a crystalline core but their surfaces are disordered.

Although hydrogen bonding network in ice changes dramatically with temperature and pressure, the ability of water that acts as double donor and double acceptor is universal. More specifically, in Ih lattice, oxygen atom of a water molecule is tetrahedrally coordinated to the oxygen atoms of neighboring water molecules. The arrangement of hydrogen atoms obeys Bernal-Fowler ice rules, which only take first neighboring molecules into account. However, based on a neutron scattering work, presence of another type of hydrogen bonding due to longer range polarization interaction has been described [259, 260]. The ice rule mentioned above allows protons in different orientations to place and inelastic neutron scattering studies [261] state that Ih structure is proton disordered. Proton ordered ice phases exist only at low temperatures (50-70 K) [262], and regular orientation of protons can be maintained by alkali hydroxide doping (ice XI) [263].

A comparison of vibrational bands of amorphous and crystalline H2O and D2O is shown in Figure 5.9. The blue-shift in Si=O−Mo stretching band caused by adsorption of H2O and D2O at 100 K shows no isotope dependent difference. Puzzling changes take place in silica phonon in parallel to reshaping of OD stretching band. Blue-shifted silica main phonon even shifts to higher frequencies after it is divided into two components due to dewetting. As the integral intensity ratio of ice covered regions to bare regions is ~2/3, the frequencies of divided Si−O−Mo stretching band due to H2O and D2O crystallization are 1078 cm\(^{-1}\) and 1084 cm\(^{-1}\), respectively. One could suggest that the reason why the divided Si−O−Mo stretching band is shifted to the higher frequencies as D2O crystallization occurs is because the thin silica film experiences so-called wall effect above it. This idea can be ruled out since one would expect to see same effect during growth of amorphous solid water at 100 K.

Although Rice and co-workers [253] have stated that Fermi resonance has more influence on vibrational spectrum of D2O ice than that of H2O ice, Devlin [258] points out that there can only be a weak influence of Fermi resonance on the high frequency shoulder of the stretching bands of water isotopes. Nevertheless, it has been considered as a second order effect as compared to intra-molecular interactions. As seen in Figure 5.9, stretching bands of crystalline water isotopes are similar in shape; however, full width half maximum of OD bands are somewhat smaller as compared to that of OH bands. Moreover, red-shift of the high frequency shoulder of the stretching bands (W1) which has LO character differs depending on the water isotope. The transition from the amorphous to the crystalline ice phase causes -130 cm\(^{-1}\) and -50 cm\(^{-1}\) for H2O and D2O, respectively. No plausible isotope dependent frequency change has been observed in W2 and W3 (\(\nu_3\) and \(\nu_1\)) components.
Isotope effects have been reported as small differences in work function changes due to adsorption on metal surfaces [264]. In addition to that, structural isotope effect has been observed on Ru(0001) surface due to differences in the size of the ice domains [196]. The former can not be correlated to the phonon splitting considering that it is an electron-phonon coupling, because same would be expected for ASW.

The splitting in silica main phonon is related to the change in the polar orientation of water molecules. This weak electrical polarization of thin films of ice vapor-deposited on a metal substrate is unrelated to the proton ordering expected in bulk ice at low temperatures. At the interface between ice and another material (or a vacuum) a water molecule with a component of its dipole moment directed out of the surface is not energetically equivalent to one oriented the other way, one therefore expects a small preference for one orientation over the other. The ice rules require that the resulting polarization is propagated into the bulk ice. The penetration of the polarization can only be terminated at appropriately charged protonic point defects, and the depth of penetration is therefore limited by the availability of such defects. The reason why divided silica phonon continues to blue-shift during the course of desorption is because the density of those defects becomes smaller therefore net polarization becomes dominant.

Based on these discussions, it is reasonable to think that the frequency difference in divided silica phonon caused by crystallization of water isotopes to be related to the differences in long range forces. Coupling of long range forces with vibrational mode is supposed to be the main reason of the high frequency component of OH (or OD) asymmetric stretching band. The ratio of the intensity of the central component to the intensity of the high frequency shoulder could be a measure to indicate the influence of long range forces. For totally crystalline ice phases (no observable shape change), this intensity ratio of D₂O vibrational spectra is higher as compared to that of H₂O. Since the contribution of LO modes to high frequency shoulder has been suggested, isotope effect observed in phonon splitting could be the consequence of the same behavior.
5.5.2 Electronic Structure of Amorphous and Crystalline Water

Within the three occupied valence states of water shown in Figure 5.1, the 1b₂ and 3a₁ states arise from bonding interactions between O and H, with the former being comprised completely of bonding character and the latter of both bonding and non-bonding character. The 1b₁ state is comprised primarily of oxygen lone pair character, and is thus non-bonding. The 3a₁ state possesses the symmetry of the molecule, whereas the 1b₁ and 1b₂ states are asymmetric about mirror planes in and normal to the molecular plane, respectively. The relative stability of these states increases with the degree of their bonding character, as one might expect. The 1b₂ state is the lowest energy valence state, and thus is the least likely to be involved in bonding to a surface. The somewhat similar energies of the 3a₁ and 1b₁ states, along with their different symmetries and characters, provide an ideal opportunity for using the electronic structure of water in characterizing its adsorption properties. Energy spacing between the three valence band states of water, which can be used to describe water-surface interactions, show consistent behavior for some materials (oxides and semiconductors) but varied behavior for other materials (metals). The 1b₂ state is a reasonably good reference for comparing the relative contributions of the other two states to adsorption. Having smaller 1b₂-3a₁ difference reflects a general stabilization of the 3a₁ state for adsorbed water on oxides relative to the gas phase. This implies that water may tend to bind to oxides via the purely non-bonding orbital on the oxygen atom.

Orientations of isolated and hydrogen bonded water molecules with respect to substrate have been studied by work function measurements and IRAS. On many metal and oxide surfaces, adsorption of water causes a reduction in work function values of the substrate and magnitude of this change has been attributed to the net dipole moment of the molecules. Binding to cationic sites of oxides results in reduction of work function [190]. It has also been pointed out that bonding nature of water to a noble metal substrate depends on d band character of the surface atoms [204]. Isotopic effects found for D₂O have been linked to a more packed overlayer, also evidenced by LEED measurements [264]. Based on UP spectra of low coverage water molecules on alumina thin film, it has been suggested that appearance of an additional state in 3a₁ orbital can be attributed to formation of hydrogen bonded water molecules [222]. However, even at low coverage, formation of hydrogen bonding is common, especially on the surfaces like oxygen terminated oxides on which binding energy of water is relatively weaker as compared to the binding energies water adsorbed on metal surfaces. Arguments about the peak intensities of valence bands has been referenced to the formation of single and bilayers of water, but no detailed work has been reported [190]. On silica film, Goodman et al. [225] have showed a splitting 3a₁ orbital into two for the water layers thicker than 1 L. This observation has been commented as the formation of a hydrogen bonding between water molecules. Similar conclusions have been drawn on other systems, stating that this splitting is due to co-existence of hydrogen-donor and hydrogen-acceptor water molecules [265].

The emission from the three highest occupied molecular orbitals of the water adsorbed on silica film at 100 K is shown in the left panel of Figure 5.10. Difference spectra were plotted by subtracting the clean silica spectrum in order to highlight the changes due to water adsorption. The three peaks at 7.1, 10.0, and 13.1 eV are identified with emission from water molecular orbitals 1b₁, 3a₁ and 1b₂, respectively [266]. Two negative features are also observed at about 5.2 and 5.8 eV. These features coincide with the O 2p states of the silica film and appear as negative peaks in difference spectra because of nonlinear change of the inelastic background. It must be noted that inelastic background subtraction was not performed; since adsorbate related peaks observed in the 8-14 eV region preclude accurate background fitting. Bonding nature of water can be obtained by comparing the spectra of adsorbed water layers on silica film to those of the gaseous
molecules [267]. In the case of dissociation, characteristic three-peak valence spectrum of adsorbed water is replaced by a two-peak spectrum identified with $1\pi$ and $3\sigma$ orbitals of adsorbed OH. In general, $1\pi$ (5-7 eV) and $3\sigma$ (9-11) states are separated by 3 to 4 eV. Typical UP spectra taken while adsorbing water at 100 K do not show any indication of OH related peaks confirming IRAS and TPD findings. In the initial stages of amorphous water growth, $1b_1$ and $1b_2$ orbitals are sharper as compared to the $3a_1$ orbital. It is clear that the electronic structure of water is modified when the density of H$_2$O molecules adsorbed on silica surface is increased. Increasing the water amount (~0.3 BLE) causes splitting of $3a_1$ orbital into two suggesting the formation of hydrogen bonded ice clusters.

The right panel of Figure 5.10 illustrates the UP spectra taken at a bilayer of ASW and Cl. The formation of amorphous H$_2$O and D$_2$O causes attenuation in the intensities of O 2p nonbonding and Si–O bonding orbitals without showing any binding energy shift. Subtracting the clean silica spectrum from the one covered by amorphous H$_2$O and D$_2$O gives a difference spectra equivalent to the ones presented in the left panel. However, the formation of Cl leads to spectral changes. First, annealing AS H$_2$O (D$_2$O) overlayers to 140 K (150 K) gives rise to desorption of a small fraction of water therefore O 2p states at 5.3 and 5.8 eV gain more intensity. Second, the binding energy of O 2p electrons increases due to formation of Cl. The peak at 7.8 eV shifts to the higher energies by 0.2 eV. Similar shifts are observed for both crystalline H$_2$O and D$_2$O. In addition, they both have a shoulder at higher binding energy side. The peak at 7.8 eV seems to be wider in the case of crystalline D$_2$O, however it must be noted that $3a_1$ states of water might influence its width. It is difficult to comment on the changes in Si-O bonding states since they overlap with bonding orbitals of water and they are intrinsically broader.

There are several reasons which can contribute to the binding energy increase of O 2p states of the silica film upon crystallization. First, a charge transfer to water layers as a
stabilizing effect can be proposed. Second, polar ordering within water layers induces a Coulomb force onto those nonbonding electrons and causes 0.2 eV shift. Third possibility is the change of interaction of water molecules at elevated temperatures. Highly probable hydrogen bonding between surface oxygen atoms of the silica film and hydrogen atoms of water molecules can give rise to redistribution of electronic states of the silica film. First probability is the least likely one within the others considered because one would expect the same effect for of ASW. Since the adsorption energy of water on silica film is relatively weak (40-50 kJmol⁻¹), hydrogen bonding between the ordered first water layer and additional water molecules on top is strong enough to perturb bonding behavior of water molecules to silica film. Flat lying molecules in the bottom layer have already been suggested to optimize ordered structures. Therefore, it is very likely that increase of binding energy of O 2p nonbonding electrons is related to structural changes of water molecules on silica film. Polar ordering might be accompanied by reorganization of water layer and by an enhanced hydrogen bonding interaction with surface oxygen ions. This might be the reason of high binding energy shoulder which is not observed when water is amorphous. Wider shoulder for crystalline D₂O brings the question whether there exist any isotope effect as observed in silica main phonon band splitting. At this point it is difficult to make a strong conclusion out of it and therefore theoreticians are welcome!
CHAPTER 6

CHARACTERIZATION OF VANADIUM OXIDE NANOPARTICLES

An atomic level understanding of the particle-support relation is one of the goals of heterogeneous catalysis since interaction between nanoparticles and support determine their chemical activities to a large extent. In this respect, monolayer vanadium oxide catalysts on oxide supports have attracted attention because of their properties being different than bulk vanadium oxide phases [268, 269]. This chapter deals with the characterization of vanadium oxide particles deposited on pristine and ice covered silica films.

6.1 Vanadium Oxide

The bulk vanadium oxides have been studied with many experimental and theoretical tools in an attempt to understand the interesting physical properties of these solids [270, 271]. The special chemistry of vanadium oxides results from a number of different interrelated electronic and structural factors. First, these compounds have partially filled d-orbitals which are responsible for a wide variety of electronic, magnetic and catalytic properties. Vanadium atoms can exist in different formal oxidation states which vary from two to five. The ability of vanadium atoms to possess multiple oxidation states results in easy conversion between oxides of different stoichiometry by oxidation or reduction and is believed to be an important factor for the oxide to function as catalysts in selective oxidation reactions [272].

Vanadium forms the following oxides: \( V_2O_5 \), \( V_6O_{13} \), \( VO_2 \), \( V_2O_3 \), \( VO \), \( V_{2n}O_{5n-1} \) (which are known as the Wadsley phases) and \( V_nO_{3n-1} \) (which are known as the Magnéli phases). \( V_2O_5 \) is a diamagnetic insulator with a gap of \( \sim 2 \) eV. It has a distorted tetragonal pyramidal crystal structure and the V ions are in an octahedral coordination of oxygen. Formally V is 5+ and the d band is empty, although V 3d-O 2p covalent mixing results in a partial occupation of d orbitals. \( VO_2 \) is obtained by mild reduction of \( V_2O_3 \) and exhibits a rutile-like structure distorted by the presence of pairs of vanadium atoms bonded together [273]. One bond, the V=O bond, is much shorter than the others in the VO\(_6\) units of the pentoxide structure. \( VO_2 \) displays a semiconductor-metal transition at 340 K and undergoes a crystallographic phase transition from monoclinic in the low-temperature phase to distorted rutile in the high-temperature phase. In both phases V is approximately octahedrally coordinated by oxygen. Formally V is 4+ corresponding to the valence shell
configuration \(3d^1\). The gap in the insulating low temperature phase amounts to \(\sim 0.5\) eV. \(V_2O_3\) has a corundum structure and is basic [273]. \(V_2O_3\) crystallizes in the corundum phase above 170K. An insulator-metal transition occurs at 160K with a 6-7 orders of magnitude conductivity jump and a gap of 0.2-0.3 eV in the insulating phase [274, 275]. Vanadium in \(V_2O_3\) is formally +3 with two 3d electrons per V atom. There is another phase transition in \(V_2O_3\) at about 520K, above which the conductivity is again lower than in the metallic phase. VO has the sodium chloride crystal structure and vanadium is formally +2. Bulk vanadium monoxide has many intriguing properties that are closely related to the issue of stoichiometry. A wide range of varying oxygen concentrations is characteristic to this system: values of \(x\) between 0.8 and 1.3 have been reported for bulk VO\(_x\) [276]. Quite remarkable is the presence of a large number of both cation and anion vacancies, even for \(x = 1\). Stoichiometric bulk VO always remains disordered; ordering of the vacancies is only reported for \(x\) values between 1.2 and 1.3 [277].

6.2 Vanadium Oxide Catalysis

The most dominant non-metallurgical use of vanadium is in catalysis. Vanadium oxide-based catalysts are used in the manufacture of important chemicals and in the reduction of environmental pollution (e.g. nitrogen oxides from flue gas of power plants) [1]. Most catalysts based on vanadium oxide consist of a vanadium oxide phase deposited on the surface of an oxide support, such as SiO\(_2\), Al\(_2\)O\(_3\), TiO\(_2\) and ZrO\(_2\). Supporting a metal oxide on the surface of another oxide was initially proposed to improve the catalytic activity of the active metal oxide phase due to a gain in surface area and mechanical strength [278]. The support is usually considered as an inert substance that provides a high surface area to carry the active metal oxide component or to improve the mechanical strength of the catalyst material. However, during the last two decades catalyst scientists have unambiguously shown that the activity and selectivity of supported metal oxide catalysts are significantly affected by the properties of the support oxide material [279]. This is generally known as the metal oxide-support effect; however, the origin and mechanism of operation are still unclear. The generally accepted theory is that the basis for the catalytic performances of supported vanadium oxides lies in the variability in geometric and electronic structure of surface vanadium oxides.

The structure of supported vanadium oxide species, often with various characterization techniques and under various conditions has been investigated. Determining their molecular structures is rather complicated, since deposition of vanadium oxide on an inorganic oxide results in a combination of various vanadium oxide species. Several structural configurations, e.g. isolated, dimeric or polymeric species; chains building up a two-dimensional wetting layers; three-dimensional vanadium oxide clusters (crystalline or amorphous) can be formed on support materials. A selection of supported vanadium oxide structures is shown in Figure 6.1. Moreover, hydration and reduction treatments profoundly change the local vanadium oxide structure. In the following paragraphs the supported vanadium oxide structures under hydrated, dehydrated, and reducing conditions will be discussed.

Many reactions can be catalyzed by supported vanadium oxide catalysts. Selective oxidation of methanol to formaldehyde [280], oxidative dehydrogenation of propane to propene [281] and selective catalytic reduction of NO\(_x\) [282] are some of the examples of the reactions catalyzed by vanadium oxide supported on variety of oxide substrates. A considerable effort has been devoted to the structural characterization of these systems because there are many factors which contribute to the functionality of supported vanadium oxide catalysts; for example, dispersion, chemical state in reaction conditions,
type of support, etc. Needles to say, the complexity of the system makes optimal catalyst design challenging.

Model systems with reduced complexity have a great potential to investigations of catalytic functionalities of vanadium oxide. Studies have been performed by utilizing different experimental approaches in order to elucidate structural characteristics of surface species and their chemical activities. The atomically flat vanadium oxide thin films have been grown on variety of low index surfaces of transition metals; such as, Cu(100) [283], Au(111) [117], Cu₃Au(100) [284], and Pd(111) [285]. In addition to those, studies concerning vanadium oxide particles deposited on well defined oxide surfaces have been considered to be quite appealing owing to their resemblance to conventional mono-dispersed examples [286-288]. Several vanadium oxide deposition methods have been explored; however, those mostly do not offer the means to control the particle size distributions.

Structural and chemical properties of silica supported vanadium oxide systems have been characterized by using a range of different techniques. Raman spectroscopy has been found as a powerful tool to address issues concerning the structure of vanadium oxide, which is very much dependent on coverage [281, 289]. Although the nature of many vibrational bands have been well understood, debates still continue over the fraction of isolated and polymerized vanadium oxide species and their individual contribution into vibrational spectra. More detailed molecular orientation investigations have been performed using X-ray absorption techniques and some suggestions regarding the coordination of particles on the support have been given [290]. The structural information could also be obtained on less complex amorphous SiO₂/Si(100) surfaces [291]. Use of atomic force microscopy (AFM) has helped researches to study the morphological changes of vanadium oxide layers in reaction conditions. It is also well documented that supported vanadium oxide particles undergo structural changes when dehydration treatments are performed [292].

Definition of monolayer vanadium oxide catalysis originates from spectroscopic observations [293]. It is generally believed that, on silica surfaces, polymeric vanadium oxide species begin to form at low loadings; however, monolayer catalysts are more commonly identified on more acidic supports. This is also attributed to low density of hydroxyl groups on which vanadium oxide species can anchor. The goal is to develop a method that would allow us to control both the amount and the distribution of desired vanadium oxide species over a silica surface. The strategy is to use multilayers of solid water as a reactive matrix that, to a certain extent, could mimic preparation environments of supported vanadium oxide catalysts using wet chemistry and to compare them with vanadium oxide species prepared in water free environments. This methodology has been introduced by Yan et al. [294] for the synthesis of silver nanoparticles. Later on, Song et al.

Figure 6.1 Possible structures of supported vanadium oxide species.
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[295] showed the influence of amorphous solid water layers on the stability and growth of TiO₂ crystallites on Au(111) surface and Liang and Perry [296] adopted the same approach to copper nanoparticles.

### 6.3 Morphologies of Vanadium Oxide Nanoparticles on Silica Film

Figure 6.2 shows STM images of a typical distribution of vanadium oxide particles deposited on pristine silica film. At room temperature, they form three-dimensional particles for all coverages studied (0.1–2.0 ML V). On a large length scale, the morphology of the silica surface supporting 0.1 MLV vanadium oxide particles can still be recognized. In comparing a low coverage STM image (Figure 6.2 (a)) with a higher coverage image (Figure 6.2 (b)), an obvious coverage dependent trend can be deduced. The particles appear as islands of heights ranging from 0.4 nm to 1.2 nm with a rather broad lateral size distribution. Notably, the continuous terrace structure fully disappears after depositing vanadium oxide more than 0.5 MLV. c(2×2) LEED pattern becomes very faint suggesting that long range order in silica film is partially lost.

Performing vanadium deposition on a silica surface covered by ASW multilayers at 100 K gives rise to differences in growth behavior of particles. Regardless of the differences between the nucleation characteristics of vanadium oxide particles on the pristine sample and the water layer assisted sample, it is clear that the vapor deposition method on former results in highly dispersed vanadium oxide particles. This is related to the strong anchoring of particles onto silica surfaces and reasons of that will be discussed later. The following sequence has previously been observed for increasing vanadium oxide loading: orthovanadate (VO₄) → pyrovanadate (V₂O₇) → metavanadate (VO₃)ₙ → decavanadate (V₁₀O₂₈) → vanadium pentoxide (V₂O₅). At first glance, the topological STM images acquired at room temperature illustrate that particles mostly migrate while sublimating solid water multilayers at around 160 K and decorate the steps of the silica film at low coverage. Their population density on terraces increases with coverage as seen in Figure 6.3. Growth of low coverage of vanadium oxide results in the formation of small particles ranging from isolated particles to medium size particles, whereas interconnected agglomerates form at higher coverage.

Agglomeration is related to the nucleation procedure, which is controlled by not only vanadium-water interactions but also particle-particle interactions. Landing vanadium atoms are incorporated into the surface of water layers. Though these species display similar adsorption behavior on the pristine surface, the lateral particle-particle interactions

![Figure 6.2 STM images (100×100 nm²) of a model supported vanadium oxide catalyst prepared by depositing vanadium in 2×10⁻⁷ mbar O₂ on a pristine silica surface. The images are taken at 300 K with a tunnel current of 0.2 nA and a sample bias of 3.0 V. Silica surface is covered by (a) 0.12 MLV and (b) 0.4 MLV vanadium oxide.](image-url)
might be very different. Formation of a network apparently results from adsorption-induced conformational changes and subsequent aggregation at the interface. In addition, removal of unreacted water layers via thermal desorption might have an effect in the final dispersions of the particles. Yan et al. [294] have suggested a model related to the confinement of silver particles in water droplets that form as a metastable phase of liquid water at about 150 K as proposed by Smith and Kay [297]. Supporting conclusion has been drawn by Song et al. [295] for TiO$_2$ nanoparticles grown on Au(111) surface in a similar way. However, recent studies discussing crystallization kinetics of amorphous solid water strongly point to the importance of crack formation within the ice layers [298]. Details of this process and its influence on particle agglomeration are not the motivation of this section and will be discussed in the following sections.

The apparent height distribution of vanadium oxide particles shown in Figure 6.3 (b) ranges between ~0.4 and ~1.5 nm. Similarly, the distribution of apparent diameters of the particles shows a broad range. With increasing coverage the density of smaller particles goes down rapidly forming larger interconnected aggregates (~1.5 nm and ~4 nm in diameter). It is possible to visualize how the oxide particles anchor to silica substrate. The inset of Figure 6.3 (a) shows an example where isolated particles locate along Si-O-Si bridging bonds in the [101] direction. Many of the isolated particles show elongated shapes derived from silica surface structures, implying a preferential [110] surface orientation (see the inset of Figure 6.3 (b)). The particles bonding to the surface are strong enough not to be dislodged by the interaction with the STM tip during scanning process. In comparing the large-scale image presented Figure 6.3 (c) with (a) and (b), it is clear that the overall morphology of silica surface, such as step edges and terraces, is not significantly changed by vanadium oxide particles.

There was no growth observed in a preferential direction rather than anchoring of particles containing less than 10 vanadium atoms. As seen in Figure 6.3 (c), the agglomeration leads to the formation of interconnected particles with the minor axis being equal to the single particle in some parts on the surfaces. Besides, isolated particles seem to be somewhat trapped within interconnected ones. It is possible that interconnected particles nucleate at the periphery of the amorphous solid water chunks at 100 K where the density of the free-OH groups is higher. This might cause the observed highly asymmetric size distribution suggesting that particles grew by Ostwald ripening rather than by coalescence at either 100 K or during the course of sublimation. Under certain
6.4 Oxidation States

Oxidation states of vanadium oxide are especially of interest for reactions where an oxidizing agent is absent from the gas feed. In such a case the reduced vanadium oxide species may be the catalytically active, thus information on the oxidation state and structure are required. However, a clear picture on the oxidation state and the exact structure of reduced vanadium oxide species has not been obtained so far. The reduction of supported vanadium oxide catalysts at high temperatures in the presence of e.g. CO and H₂ may lead to alter the oxidation states of vanadium from V⁵⁺ to V⁴⁺ and V³⁺. Accordingly, the local structural modifications (i.e., VO₄, VO₅, and VO₆) take place [300, 301]. In several cases the oxidation state after reduction has been determined with temperature programmed reduction techniques (TPR), mainly with H₂-TPR [302, 303]. However, not much is known about the quantitative distribution of vanadium in different oxidation states and their exact coordination to the surface of the support. Thus, much more research efforts should be directed towards the elucidation of supported vanadium oxides under reduced conditions.

The FWHM of the V 2p states is found to increase from the (formally) d⁰ system (V₂O₅) to the d¹ system (VO₂) and finally to the d² system (V₂O₃). This behavior can be explained by there being a growing number of available multiplet configurations in the corresponding PE final states, resulting from the coupling of the core hole to the 3d valence electrons. With a formally empty 3d shell, V₂O₃ will thus display no multiplet
splitting which explains the sharpness of its core-level peaks. The effect of the multiplet splitting, in VO$_2$ and V$_2$O$_3$ is particularly strong in the V 3p spectra due to the large spatial overlap with the 3d shell. The V 2p spectrum is spin–orbit split into the 2p$_{3/2}$ and 2p$_{1/2}$ parts, separated by 7–8 eV, and this doublet is followed by the O 1s emission at 530 eV. The interaction of the core hole with the 3d valence shell not only causes a broadening of the lines but also results in satellite structures which can be found in most of the spectra. The separation from the corresponding main lines is typically 10-13 eV for VO$_2$ and V$_2$O$_3$. From the main-line–satellite separation in the V 2s, V 3s, and V 3p spectra the satellite positions in the V 2p spectra, where they interfere with the spin–orbit splitting and the O 1s emission can be estimated. One finds that for V$_2$O$_5$ a satellite belonging to the V 2p$_{3/2}$ state and for VO$_2$ and V$_2$O$_3$ a satellite of the V 2p$_{1/2}$ state could be expected on the high-binding-energy side of the O 1s peak. For the latter two oxides, the satellite of the V 2p$_{3/2}$ state falls into the binding energy range of the V 2p$_{1/2}$ state [271].

XP spectra covering O 1s and V 2p regions are shown in Figure 6.4 for vanadium oxide particles deposited on pristine silica surface under 2×10$^{-7}$ mbar O$_2$ pressure. Overlapping of V 2p$_{1/2}$ components with O 1s peaks produced by Al-K$_\alpha$ satellites due to non-monochromated X-ray source makes the analysis of the data complicated; so, only V 2p$_{3/2}$ and O 1s components will be taken into account for the interpretation of the spectra.

Surface and interface oxygen ions of the silica film (532.5-531.2 eV) profoundly contribute to the O 1s region of the spectra, especially at low vanadium oxide coverage. In the initial stage of deposition, a peak centered at 513 eV dominates the spectrum and another peak appears at 516.4 eV as the coverage is increased to 0.3 MLV. Increasing the coverage progressively to 1 MLV only grows the intensity of high BE component, however its binding energy shifts to 515.8 eV, which is in the range expected for +3 state of vanadium [304]. This BE shift to the lower values is similar to the coverage dependent behavior of the V 2p$_{3/2}$ states of alumina supported vanadium oxide particles [305]. The double peak feature suggests that oxide grows around a metallic or slightly oxidized core composed of less than 20 vanadium atoms. Post oxidation attempts result in modifications of the electronic structure of the silica surface and molybdenum substrate. Interpretation of XPS binding energies for small particles on oxide surfaces is complicated by final state relaxations effects, which can shift binding energies relative to the values measured for bulk materials [306]. The general trend is such that the binding energies of the core level electrons are higher for the small particles but decreases to bulk values as the sizes of the particles increase [307]. Under these circumstances, the binding energy shift shows an inverse relationship with respect to particle diameter which may be estimated by STM. Although the XPS results show a similar size dependent binding energy shift, it is worthwhile to consider other possibilities. The binding energy of V 2p electrons was not influenced by the particle size when equivalent amount of vanadium metal had been deposited on pristine silica surface at room temperature even though particles similar to vanadium oxide had been found (not shown). A high binding energy tail and appearance of the elemental silicon in Si 2p region indicate that silica film is being partially reduced by vanadium. V 2p$_{3/2}$ core levels are located at binding energies of 512.4 eV consistent with the literature value of metallic vanadium [304]. If one assumes that the governing core hole screening concept is similar for both vanadium and vanadium oxide particles (which could be necessarily not true), there might be other factors influencing size dependent binding energy shift. It could also be possible that changes in the oxidation state with particle size are responsible for the observed shifts since initial state might differ.

XP spectra taken at silica surface progressively covered with solid water and vanadium oxide are presented in Figure 6.5. Deposition of vanadium and solid water as a reactive layer were performed in a layer by layer manner at 100 K. Vanadium was deposited in 2×10$^{-7}$ mbar O$_2$ pressure onto 3-5 layers of solid water. It is clear from the emergence of
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low and high binding energy components in the V 2p$_{3/2}$ spectra at low vanadium exposures that the growth of particles are similar to the behavior on the pristine surface apart from the fact that they grow at a higher oxidation state. The energy separation between those two peaks does not change with coverage as it happens for the particles on the pristine silica surface. In the initial stage of the deposition, vanadium atoms land on the solid water covered surface breaking OH bonds of water and a small portion of them gets oxidized at 100 K. For the lowest coverage (0.1 MLV), the binding energy of V 2p$_{3/2}$ state is 515.0 eV, the value observed for V$_2$O$_3$ [304, 308, 309]. The asymmetric tail at the high binding energy side of the peak and the appearance of an additional peak at 516.8 eV with coverage suggests that the oxidation state of vanadium seems to be higher than the one on pristine films. However, the observation of the peak at 532.4 eV being clearly apparent for 1 MLV particles indicates that the measured binding energies cannot just be accounted by the states of vanadium oxide since it is much higher than the typical binding energies of oxygen on V$_x$O$_y$ type systems. In fact, at 100 K, the resulting spectra might be slightly influenced by charging caused by water layers, which is much more severe at high vanadium oxide (and apparently solid water) coverage.

The electronic structures of vanadium oxides at low and high temperatures are not always straightforward to compare because three among all vanadium oxide phases, VO$_2$, V$_6$O$_{13}$, and V$_2$O$_3$, experience metal to insulator phase transitions (MIT) below phase specific critical temperatures [310, 311]. In fact, it has been reported that MIT vanishes with decreasing film thickness [312] and depends critically on doping [313] and structural crosstalk with the substrate selected [314]. Although such a phase change with small, amorphous particles is not expected, it might modify the valence band structure; therefore, more convenient comparisons regarding the asymmetry of the core level spectra are considered to be performed at the same temperature.

Figure 6.5 O 1s and V 2p photoemission spectra of vanadium oxide deposited on solid water covered Silica/Mo(112) surface. Deposited vanadium amounts are (a) 0.1, (b) 0.2, (c) 0.4, (d) 0.6, and (e) 1.0 MLV. All measurements were performed at 100 K.
As mentioned before, water layers not interacting with particles sublimate at around 160 K. Stepwise annealing of the sample to elevated temperatures induces changes in peak shapes and in binding energies due to reorganization of the particles on silica surface. Figure 6.6 shows the comparison of V 2p\textsubscript{3/2} and O 1s states as a function of annealing temperature and electron emission angle. The solid lines through the data points in all figures are the results of least-squares fits with a model function in which the emission lines are represented by a partial combination of Gaussian and Lorenzian profiles with a Doniach-Šunjić line shape. Best fits could be obtained with Shirley background for both V 2p and O 1s regions of the spectra. Here, it should be noted that an analysis of spectra by deconvoluting them into several components require detailed knowledge about the electronic structure. One of the reasons of broad core level spectra corresponding to V\textsuperscript{4+} and V\textsuperscript{3+} is due to strong Coulomb interactions between the core hole and narrow 3d bands. The top panel of Figure 6.6 summarizes the changes in V 2p\textsubscript{3/2} state depending on the treatments done. At 100 K, clearly distinguishable V 2p\textsubscript{3/2} states can be deconvoluted.
Characterization of Vanadium Oxide Nanoparticles

into at least three peaks (V1, V2 and V3). The majority of the V2 and V3 components intermix at 300 K due to reactive interaction of the lowest BE component (V3) with water. At 300 K, V 2p_{3/2} peak is centered at 516.5 eV, which is within the range of reported binding energy values for V^{4+}. Annealing to 600 K gives rise to a drop in BE of the component V2 by -0.7. Post-oxidation attempts at 600 K in 1×10^{-7} O_2 pressure leads to an increase in the fraction of the component V1 suggesting that using O_2 as an oxidant might induce differences. Schoiswohl et al. [116] have attributed the high binding energy shoulder in V 2p spectra to the formation of vanadyl groups (V=O) on initially vanadium terminated V_2O_3(0001) surface.

Bottom left and right panels of Figure 6.6 show the O 1s and V 2p_{3/2} data taken at two different take-off angles after annealing the particles to 300 K and 550 K. O3 and O4 components correspond to the surface and interface oxygen ions of the silica film, respectively. The peak at 530.4 eV (O1) is typical for V_xO_y type structures independent of the vanadium valence state. In addition to those, the O 1s spectrum involves a fourth peak (O2) at 531.7 eV, which can be attributed to hydroxyl groups. These hydroxyl groups have also been identified by XPS on many other oxide model surfaces, such as TiO_2 [315], V_2O_3 [316], and Cr_2O_3 [317]. Disappearance of O2 peak after annealing the particles to 550 K justifies this assignment since OH groups recombine and desorb as water. However, the way how these particles are grown leads to question surface and interface structures of vanadium oxide particles. Measuring O1s state with a more surface specific way reveals that hydrates are mostly at the interface region or at the periphery of the particles. However, considering the sensitivity of the technique, one can not rule out the possibility of having OH groups at the topmost layers of the particles. After removal of hydroxyl groups (dehydration) no plausible fractional change in the peak intensities is observed. Similar analysis is also performed for V 2p_{3/2} states. Deconvoluted V2p states offers less information due the broadness of the spectra. The relative peak intensities obtained at two different take-off angles indicate that the contribution of hydration into V1 component is more pronounced. When dehydrating the particles only a shift of -0.7 eV is observed. The measurements done at different take-off angles do not show a distinguishable behavior. Narrower full width half maximum of the V 2p core levels with increasing valence state is typical for vanadium oxide, which is also the case for our the hydrated particles. FWHM of V 2p_{3/2} states of hydrated samples is narrower by 0.3 eV than that of dehydrated ones, providing additional evidence that the oxidation state of hydrated samples is 4+.

6.5 Surface Termination and Vibrational Properties

Additional insights into the chemical structure of vanadium oxide particles on silica films can be derived from IRAS experiments. In precious studies, particular attention has been directed to the importance of V=O and V−O−V groups [318] as well as V−O−support bonds. Depending on the support material and loading, vanadyl stretch vibrational band can be seen in a frequency range between 1040 and 1010 cm^{-1} [290, 319, 320]. More controversial is the assignment of V−O−V (or O−V−O) and V−O−support vibrational modes. A broad band, around 920 cm^{-1}, appearing in Raman spectra by increasing the loading has been attributed to the formation of polymeric species (V−O−V chains) [320]. In addition to these, a third band at 995 cm^{-1}, which is characteristic for V_2O_3 crystallites, has been reported for high vanadium oxide loadings [321]. In a recent study on the vibrational spectra of alumina and silica supported vanadium oxide catalyst; Magg et al. [249] revised the assignment of the band around 940 cm^{-1} and suggested that, on alumina supported vanadium oxide model systems, this band can only be attributed to V−O−Al interface bonds. Similar conclusions have been drawn for the Raman band at 910 cm^{-1} obtained from the high surface area alumina supported vanadium oxide catalysts [322]. The
same band has also been questioned by Keller et al. [323]. Based on an EXAFS analysis and theoretical modeling of V–O bond lengths it has been concluded that some other bonds like V−O−H or V−(O−O) should be taken into account.

Growth of vanadium oxide particles on pristine silica films induces some changes in the vibrational properties of the film. Si−O−Mo stretching band, indicative of structural order, red-shifts and broadens continuously as vanadium oxide coverage increases (Figure 6.7 (b) and (c)). An intense band appearing with increasing coverage is the band at 1046 cm⁻¹, which can be assigned to vanadyl species (Figure 6.7 (d) and (e)). Compounds which contain single V=O bonds like vanadium oxitrichloride (V=OCl₃) show stretching vibrational bands similar to the values presented here [324]. Coverage dependencies of the frequency of vanadyl groups have also been observed. A broad feature clearly visible at around 700 cm⁻¹ is assigned to V−O−V stretching of polymeric species possibly forming with increasing coverage.

The results shown in Figure 6.7 strongly imply that attenuation and progressive red-shift in main silica phonon with increasing vanadium oxide coverage is derived mainly from the loss of long range order of silica film. Accordingly, small vibrational bands characteristic for silica films also attenuate and finally disappear even though the coverage of vanadium oxide particles is quite low. The shoulder at 995 cm⁻¹, which is in the range of the calculated frequency of in-phase V−O−Si stretching bands [249], vanishes as vanadium oxide coverage increases (Figure 6.7 (d)). This suggests that the interaction of vanadium oxide particles with the silica film is quite dramatic. It is likely that flipping the component of the SiO₄ tetrahedron which is binding the silica film to the molybdenum substrate is responsible for the successive red-shift in Si−O−Mo stretching frequency. Besides, partial incorporation of the particles into the film can not be ruled out.

Hydrated vanadium oxide particles are of certain interest because fresh technical catalysts are generally hydrated and water formed during some reactions may lead to the hydration of the catalysts [325]. Hazenkamp et al. [326] have studied the structure of silica supported vanadium oxide and claimed that, when hydrated, vanadium oxide is present as decavanadate. Based on a XANES analysis, Yoshida et al. [327] have found the coordination of vanadium to be octahedral. On the basis of NMR of vanadium oxide particles supported on titania, Nielsen et al. have concluded that vanadium is 6 coordinated with one short (V=O) and one long (V−O) axial bond [328]. Ruitenbeek et al. have come
to the conclusion on the basis of EXAFS that for a hydrated 17.5 wt % alumina supported catalyst the vanadium is 4 coordinated with one V=O bond of 0.155 nm, one V−OH bond of 0.174 nm and two V−O bonds of 0.190 nm [329]. A similar structure has been suggested for 1.4 wt% catalysts on alumina, silica and titania by Went et al. [330]. Silversmit et al. have also used EXAFS to determine the structure of their 2.8 wt% vanadium on titania catalyst. They found a V₂O₅ resembling octahedral coordination with one short V=O bond of 0.16 nm, 4 longer V−O bonds of 0.2 nm and one long V−O bond of 0.22 nm [331].

The group of Wachs used Raman spectroscopy to determine the structure of hydrated vanadium oxide catalysts as a function of loading and support [332, 333]. The hydration process has been described for a silica supported vanadium oxide catalyst. Upon hydration the vanadium species goes through a series of stages starting with the hydrolysis of a V−O−Si bond. Addition of water is followed by the formation of chain polymers. Increase in coverage leads to the formation of 2D polymers and formation of a 2D-layered structure (V₂O₅.nH₂O) [334]. They have shown that the surface vanadium oxide molecular structures depend on the net pH at which the oxide surface possesses no surface charge, which is mainly determined by its composition (SiO₂, Al₂O₃, ZrO₂, TiO₂ and MgO). Under

Figure 6.8 IRA spectra from hydrated and dehydrated vanadium oxide particles grown on amorphous solid water layer by layer fashion. **Left panel:** IRA spectra of OH stretch vibrational bands of (a) 5 ML amorphous solid water film on silica at 100 K, (b) after deposition of 0.4 MLV vanadium in 2×10⁻⁷ O₂ ambient at 100 K and (c) after sublimating unreacted solid water by annealing the sample to 300 K. **Right panel:** IRA spectra of (a) 0, (b) 0.1, (c) 0.2, (d) 0.4, (e) 0.6 MLV vanadium oxide layers grown on 3-5 ML solid water films each. Spectra were recorded at 100 K. 0.6 MLV vanadium oxide particles were annealed to 300 K (f) and to 600 K (g) in UHV. Spectra (h) and (i) were recorded after oxidizing the particles in 1×10⁻⁷ mbar O₂ at 300 K and at 600 K, respectively.
hydrated conditions, the surface of an amorphous oxide is covered by a thin water film and its hydroxyl population is subject to pH-dependent equilibria reactions.

When the vanadium oxide coverage increases two effects come into play. Firstly, the pH near the surface is lowered due to the presence of acidic vanadium oxides, and decreases with increasing vanadium oxide loading; and secondly the particle dispersion declines because it depends on the available surface area as well as the availability of surface hydroxyl groups. Both factors influence the chemistry of vanadium in the same direction; i.e., toward the formation of surface polyvanadates. However, the absence of silanol groups on the surface of silica film renders only the former process reasonable for the formation of polymeric species. Presence of high density hydroxyl groups implicates that high-surface area supports, such as alumina, will give rise to relatively less polymerized vanadium oxide species ($V_{10}O_{28}$) at high vanadium oxide loadings because more surface area is available to accommodate isolated monovanadate species.

Further evidence for the presence of hydrated particles discussed previously comes again from infrared spectroscopy. Figure 6.8 summarizes IRA spectra of hydrated and dehydrated vanadium oxide particles as well as the ones subjected to post-oxidation treatments at different temperatures. The left panel shows the OH stretching region of water adsorbed on the silica surface (a), reacted with vanadium oxide particles (b), and flashed away by annealing it to 300 K. As explained in Chapter 5, the broad peak between 3600 and 3000 cm$^{-1}$ and small peak at 3696 cm$^{-1}$ are typical for hydrogen bonded and free-OH groups, respectively. A relatively broad peak around ~3625 cm$^{-1}$ appears after vanadium oxide deposition. Frequency of this band is in the range of the stretching frequency of OH groups coordinated to the vanadium oxide nanoparticles and thin films [335]. At 300 K, no unreacted water molecules remain adsorbed on silica surface, only hydrated vanadium oxide particles dominate the IRA spectra. The reason why the V–O··H stretching frequency is slightly lower at 100 K than at 300 K is because unreacted water layers at low temperature can form hydrogen bonding networks with OH groups.

In the right panel of Figure 6.8, the results of a series of surface treatments performed at 100 K (a-e) and at 300 K (f-i) are presented. The modifications in the silica vibrational bands due to the growth of hydrated vanadium oxide particles (by depositing solid water and vanadium oxide layer by layer fashion at 100 K) are quite different than the frequency shifts observed for pristine samples. The frequency of Si–O–Mo bond blue-shifts by ~50 cm$^{-1}$ at the initial stages of the deposition and does not shift further with increasing coverage. It is also interesting to note that an opposite trend is observed as hydrated vanadium oxide is formed: the Si–O–Si stretching band red-shifts from 775 cm$^{-1}$ to 764 cm$^{-1}$. This red-shift might be related to an elongation of Si–O bonds, at least in the presence of water, since it shifts back to its original frequency at 300 K. However, a number of other factors have to be taken into consideration regarding the understanding of the unexpected blue-shift in the Si–O–Mo stretching bands. First of all, the results obtained from $^{18}$O labeled silica films confirm that the observed change is not related to the formation of a new bond. In addition, a similar blue-shift is observed after exposing the water layers to low energy X-rays. Test experiments showed that XPS measurements done on water layers make the Si–O–Mo stretching band blue-shift by the same amount. It is known that X-ray or softer radiation and/or low energy photoelectron can cause ordering [336] and dissociation in water layers. Petrik and Kimmel [337] have addressed this issue based on hydrogen uptake measurements and shown that the dissociation might take place both at the surface of solid water films and at the interface region between substrate and solid water films. IRA spectra do not show any traces of Si–OH groups, therefore we believe this blue-shift corresponds to dissociated water molecules which do not actually bind to the silica network. Vanadium metals impinging on water layers grown on silica have the same effect even though the deposition is performed in an oxygen ambient. In this
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After removing unreacted solid water and dehydrating the particles by annealing to 300 K and 600 K, a broad band around 1033 cm\(^{-1}\) dominates the spectra as shown in the right panel of Figure 6.8. Post oxidation attempts at 300 K even broaden it further with a higher frequency shoulder which is the onset of the formation of vanadyl groups. The evolution of the band at 1046 cm\(^{-1}\) indicates that as the oxidation temperature is raised, there is a tendency to form vanadyl terminated particles. The dehydrated sites can be most easily converted to vanadyl groups by post oxidation. For all vanadium oxide coverages studied, only a broad tail is observed at around 1000 cm\(^{-1}\), different than an apparent peak obtained on pristine films. Either V-O-Si bonds are obscured by the shoulder of the peak at 1014 cm\(^{-1}\) or by the intense H-O-H rocking bands of water.

The frequency of the vanadyl groups depends on the hydration/dehydration degree of vanadium oxide particles therefore the number of OH groups coordinated to the vanadium cations [338-340]. To elucidate the role of hydration in the formation of vanadyl groups, isotope labeling experiments were performed. Figure 6.9 shows IRA spectra of silica films prepared with \(^{18}\)O (a), \(^{16}\)O (b). Vanadium oxide particles were deposited on silica films covered by solid water. All spectra were recorded at 300 K after removing unreacted water layers; however, complete dehydration was not performed.

Regardless of the labeling type of silica films, a band centered around 1035 cm\(^{-1}\) is common for hydrated vanadium oxide particles. This finding suggests that the surface of vanadium oxide particles contains not only hydroxyls but a fraction of their surface is also terminated by vanadyl groups. With increasing coverage, the bands get sharper but do not blue-shift to 1046 cm\(^{-1}\) after complete dehydration. At 100 K, hydration gives rise to the

Figure 6.9 IRA spectra of hydrated vanadium oxide particles on isotopically labeled silica films. (a) silica film labeled with \(^{16}\)O, (b) silica film labeled with \(^{18}\)O, (c) 0.5 MLV particles deposited on silica film prepared by using \(^{18}\)O, (d) 0.8 MLV particles deposited on silica film prepared by using \(^{16}\)O, (e) 2 MLV particles deposited on silica film prepared by using \(^{16}\)O, (f) after dehydrating the sample (c).
formation of gel-like polymerized particles interconnected via V−OH−V bridges since no vanadyl groups are detected by IRAS. Alternatively, bands observed at frequencies lower than 1040 cm\(^{-1}\) have been proposed as vanadyl species of second or third layers of vanadium oxides [341]. The tentative conclusion from this is that phase separation during crystallization of solid water may be the reason for the formation of particles and partially dehydrated sites are converted to vanadyl groups. Re-hydration experiments also show a tendency to shift to red. Although the influence of hydration on vanadyl stretching frequency is clear, the interpretation of the broad band around 920 cm\(^{-1}\) is of importance. Care must be taken in the assignment of this band because librational modes of water molecules contribute to the spectra at the same frequency. The spectral shape of this band can be different from sample to sample because interaction of water molecules trapped in particles with the vanadium hydrate network is coverage dependent. In addition, dehydration causes a drop in the intensity of this band. Therefore, it must be related to librational mode of the water trapped inside the particles.

6.6 Effects of Dehydration and Thermal Stability

Spectroscopic fingerprints used for structural predictions do not provide sufficient information about dehydration related morphological modifications. There is still no consensus on the precise geometrical molecular structure of the different forms of vanadium oxide. Besides, it is widely accepted that dehydration treatments cause sintering of the particles as well as a loss of active surface area. Comparison of morphological modifications upon dehydration of vanadium oxide particles on silica film is therefore required for complete understandings of XP and IRA spectroscopic changes.

STM images presented in Figure 6.10 (a) and (c) are to compare the distribution of particles over the silica film before and after dehydration. Figure 6.10 (a) shows an image of an 0.5 MLV thick hydrated vanadium oxide particles. Careful examination of series of images revealed that vanadium oxide particles do not sinter on silica film through massive ripening and coalescence mechanisms [342, 343]. Instead, particles which are located on terraces shrink after annealing to 600 K and stay as separate entities (Figure 6.10 (c)). The ones which decorate steps do not seem to show morphological changes. Although we are not able to provide any STM image demonstrating the distribution of the particles at 100 K, we must note that steric interaction between particles during sublimation of unreacted water can not be ruled out. In addition to these aspects, annealing might cause partial incorporation of the particles into the silica film. Annealing experiments performed on vanadium oxide particles grown on pristine films did not show any morphological changes indicating that those particles strongly anchor onto the substrate.

As depicted in Figure 6.10 (b), H\(_2\) and H\(_2\)O signals are detected during fast annealing experiments. H\(_2\)O formation takes place via recombination of surface OH groups in a temperature range between 400 and 600 K. Water adsorption experiments done on reduced V\(_2\)O\(_3\) [316], TiO\(_2\) [344], and Fe\(_2\)O\(_3\) [213] surfaces also show molecular desorption at around 200 K and recombinative desorption of OH groups at around 500 K. The shoulder at around 400 K might indicate there is more than one type of site where OH species are attached although those are not resolvable by IRAS. The relatively high desorption signal of hydrogen indicates that there can be some hydrogen trapped within vanadium oxide particles and/or molecular hydrogen desorption results from recombination of hydrogen atoms bound to oxygen atoms of V−O−V groups. Channels in the V−O−V network might allow diffusion of the hydrogen atoms, resulting in a much higher mobility. The different dynamics might be caused by the differences in the interactions, but this also results in morphological heterogeneities as evidenced by STM. Formation of monovanadate upon dehydration has been suggested previously [290] and in
6.7 Probing Surface Sites by CO

Besides adsorption energetics of CO on different surface sites which can be extracted from temperature programmed desorption experiments, the measurements can provide quantitative information about the number of surface sites available, i.e. depending on the degree of hydration. CO adsorption studies done on totally vanadyl terminated alumina supported vanadium oxide particles highlighted the presence of defects (V$^{3+}$) and their coordination as judged by the frequency change of vanadyl bands [94]. Figure 6.11 (a) shows the results of CO TPD experiments performed on the particles which are subjected to the successive dehydration treatments. For each TPD experiment the same amount of CO (1 L) is adsorbed at 100 K in order to quantify the fraction of surface sites being created due to dehydrogenation. It must be noted that CO does not adsorb on regular sites of the silica surface under these experimental conditions. A very small amount of CO uptake is observed on defective sites of the surface and contribution of which into TPD spectra is strongly eliminated by vanadium oxide particles. Temperature ramping is terminated at the point where the influence of dehydration is aimed to be monitored by CO adsorption. The results indicate that up to 300 K dehydration causes an increase in the densities of two different sites; however, above 300 K the component at 200 K saturates and only the low temperature peak (150 K) keeps on growing. When dehydration temperature is risen up to 500 K, a shoulder at 250 K evolves in the CO TPD spectra as a third component. Superposition of CO TPD spectra obtained from vanadium oxide particles dehydrated at 400 K, 500 K and 600 K shows indications of structural modifications. The reduction in particle density evidenced by STM and the increase in CO adsorption capacity upon dehydration might seem contradicting in the first place. However the XPS results presented in Figure 6.6 favor the conclusion that the particles after dehydration posses more Lewis acid sites adsorbing CO. Since the valence state of vanadium oxide particles at 300 K is in the range of 4+, the CO TPD experiments reveal that, up to 400 K, dehydration creates only two different cationic vacancies. This may involve the desorption of water trapped within the particles and/or at the interface region. Increasing dehydration temperature certainly causes reduction to 3+ valence state, as already shown in Figure 6.6.
Post oxidation of totally dehydrated samples by oxygen blocks dehydrated surface acidic sites and CO adsorption capacity drops drastically. The change in CO TPD behavior can be seen in Figure 6.11 (b). Vanadium oxide particles exposed to oxygen at 500 K appear to be totally terminated by vanadyl groups therefore CO adsorption capacity drops by 80%. Further annealing treatments up to 700 K failed to regenerate reduced surface sites as far as the results of CO adsorption experiments are concerned.

6.8 Effect of Water Layer on the Morphology of Vanadium Oxide Particles

Crystallization and sublimation of condensed water from its amorphous phase is a natural phenomenon that can be achieved in its simplest form by waiting for the whole overlayers to sublimate. The quality and the morphologies of the resulting crystal forms depend on the rate of sublimation and several parameters including initial roughness of amorphous layers, hydrophobicity of the substrate and addition of minute quantities of an active agent such as alkaline hydroxides [345, 346]. When vanadium oxide particles are deposited on the solid water covered silica surface, the sublimation process of unreacted water becomes important. Characterization of the surface morphologies of vanadium oxide particles indicates that ice sublimation facilitates the mobility of the particles and they preferentially nucleate at the step edges at low coverage. On terraces, the particle population density increases at high coverage.

The diffusion kinetics of particles thus their degree of agglomeration is controlled by the rate of sublimation of the water layers. Figure 6.12 shows STM images of vanadium oxide particles prepared by a layer by layer fashion while varying the speed of desorption of water layers. Image (b), (d) and (f) are the close-ups of image (a), (c) and (e) where the silica surface is wetted by clusters, partially wetted by agglomerated clusters, and wetted by lamellar microstructures, respectively. Fast sublimation of water layers results in the formation of 3D particles uniformly distributed over the silica surface (see image (a) and (d)). However, slow sublimation of water layers induces significant morphological modifications depending on the amount of water. The fact that the mobility of particles is closely related to structural changes of solid water during the course of sublimation can be
justified by the observation of uncovered silica surface. It is clear that dewetting due to crystallization of ASW is the reason for partial coverage of the silica surface. Close inspection of Figure 6.12 (c) gives an initial clue about the mechanism of the dewetting process. There is a strong correlation between the amount of ice layers and vanadium oxide particles deposited on. If particles have enough freedom on ice overlayers they may form lamellar crystalline structures as shown in Figure 6.12 (e) and (f) or they may form clusters or oxide nanorods as shown in Figure 6.12 (e).

The classical theory of nucleation provides a natural explanation of why ice crystals facilitate vanadium oxide crystal nucleation: in order to grow, crystallites of the stable phase need to exceed a certain size otherwise they stay as agglomerates. Crystallites that are smaller than this critical nucleus may dissolve again, crystallites that are larger can grow to a macroscopic size. There, ASW layers may act as a seed material. The thickness of the ASW layers can greatly increase the rate at which vanadium oxide crystals nucleate. This process is qualitatively and quantitatively understood when vanadium oxide island sizes are compared on the basis of initial ASW coverage. Thicker ice layers (~50 BL) seed the formation of larger islands composed of crystalline lamellas instead of 3D agglomerates which is found on relatively thinner ice layers (~10 BL). During the phase change, the particles at the topmost layer concentrate in the space between the ice crystals and form oxide rods since the coverage of ice is not enough to form crystallites. When the sublimation rate increases, the magnitude of evaporating ahead of the phase changing
interface is increased, and as a result the radius of the ice crystals decreases and ultimately vanishes. This is the main reason of the structural differences between the samples prepared by flash sublimation and slow heating. When thick ASW layers experience phase transformation, dewetting is also accompanied by a natural crack formation and propagation within the islands. The topographic pictures show that the fractures formed do not act as a nucleation sites, instead structures resemble the surface structure of crystalline ice. Besides the assistance of sublimation kinetics of solid water, particle interactions at the interface play an important role. In the presence of attractive particle-interface interaction early stage of sublimation dramatically produces two dimensional ordered islands at the interface from which larger islands nucleate and grow. This quasi self assembly mechanism produces monolayers with exceptional order that has never been observed on silica or on any other metal substrate without thermal treatment.

An important observation in these studies is that, during crystallization of ASW, there is a critical thickness above which the suspended particles will be trapped by the evaporating ice front. Mobility of the particles triggers the formation of ordered vanadium oxide layers. Another important observation is that ice crystals exhibit strong anisotropic growth kinetics. Under slow phase transition conditions, it is possible to grow ice crystals in the form of large islands with high surface area to thickness aspect ratio. Thus, the thicker ice layers formed will have a larger surface area depending on the speed of crystallization. Under these conditions, the key question that emerges is whether the crystallization is initiated in the bulk or at the surface: if surface crystallization is favored, the particle surface will crystallize first, affecting the vanadium oxide particle morphology. Indeed, it has been proposed that the hydrogen bond rearrangement required for crystallization may occur more readily for the less coordinated water molecules at the surface [347]. On the other hand, Buch et al. have calculated that the crystalline geometry is favorable for bulk ice rather than for the surface, implying that commencement of crystallization in the bulk is more likely [348, 349]. At this point, the shape change in the vibrational spectrum characteristic to ASW crystallization may hide the fingerprints of the degree of surface crystallization. Figure 6.13 shows the IR spectral changes in the OH stretching region while ice buffer layers are desorbing from the surface. The shapes of the spectra clearly indicate that with the presence of the vanadium oxide layer 100 %

Figure 6.13 IRA spectra of OH stretching region of 100 % Cl (black) and amorphous water buffer layer (gray). 2 MLV vanadium oxide was deposited onto 50 BLE ASW at 100 K in 2×10^{-7} mbar O_2. The sample was then slowly heated (in 45 min) until no unreacted water remained on the surface.
crystallization can not be accomplished. The topmost surface of the ice buffer layers is far from the crystal phase facilitating the formation of ordered vanadium oxide layers as a seed material. The ice layers are confined within vanadium oxide particles and can not form extended crystallites.

Several hypotheses regarding the nature of the formed nanoparticles and their role can be proposed: ice buffer layers are stable, amorphous species that do not directly participate in the growth of ordered vanadium oxide layers, but serve as a template during crystal growth. Alternatively, ice layers can contribute to growth and their contribution is the rate limiting so that flash sublimation of ice layers gives rise to formation of particles instead of ordered structures. As already shown in the previous sections adsorbed vanadium chemically interacts with the ice layers and gets partially oxidized. The function of ice should be therefore considered not only as a template, but also a reactive agent. V-O-V bridges can be formed by dehydration reaction as evidenced by pronounced desorption of molecular hydrogen. Thick ice layers are required because slow desorption does not lead to immediate dewetting. Particles can then gain enough mobility and form extended ordered structures.

The results show that the ice behaves as an oxidative agent, that favors vanadium oxidation up to V$^{4+}$, and as a buffer layer that precludes strong interaction of the V ad-atoms with the silica film. At room temperature, upon desorption of the unreacted water, nanosized particles of vanadium hydroxide containing V$^-$OH and, to a lesser extent, V=O species, are formed. The amount of water layers is an important parameter in determining particle morphologies. The structure of silica supported vanadium oxide catalysts is determined by a calcination step and should be considered under low oxygen pressure conditions as vanadium sesquioxide nanoparticles with the V=O terminated surface.
CHAPTER 7

METHANOL ADSORPTION AND OXIDATION ON SILICA SUPPORTED VANADIUM OXIDE NANOPARTICLES

Formaldehyde is produced by the catalytic oxidation of methanol. Two chemical reaction routes produce formaldehyde:

\[
\text{CH}_3\text{OH} + \frac{1}{2}\text{O}_2 \rightarrow \text{H}_2\text{CO} + \text{H}_2\text{O}, \Delta H = -159 \text{ kJ/mol}
\]

\[
\text{CH}_3\text{OH} \rightarrow \text{H}_2\text{CO} + \text{H}_2, \Delta H = +84 \text{ kJ/mol}
\]

As a third route, the catalytic combustion of methanol inevitably takes place on metal catalysts. Silver catalysts have been commercialized at the beginning of the 20th century they are usually operated in oxygen lean reaction environments and at high temperature, about 1000 K [350]. The second industrial catalyst is iron-molybdate (Fe$_2$O$_3$/MoO$_3$), which has high activity and selectivity for the oxidation of methanol to formaldehyde. This catalyst allows for the use of lower temperatures, in the range of 600 K to 650 K, which lessens the problem of extensive oxidation. However, in spite of the intense research effort developed during the last three decades, important deactivation problems persist. For example, a wide range of other products (dimethyl ether, dimethoxymethane, methyl formate, carbon oxides, and hydrocarbons) can be obtained depending on both the redox properties and the acidity of the catalyst.

Vanadium oxide dispersed on CeO$_2$, TiO$_2$, Al$_2$O$_3$ and SiO$_2$ has been suggested as an alternative type of catalyst for the formaldehyde production reaction. The selectivity of this catalyst towards formaldehyde rather than combustion products can be tuned by support material [351]. There are several factors influencing the activity of the supported vanadium oxide catalysts. First, the number of active sites may be controlled by varying the loading of the active metal oxide. Second, the influence of the metal-support interaction can be monitored by changing the specific support ligand (Al, Ti, Ce, etc.) upon which the active metal oxide species is anchored (the nature of the active site can also be affected by varying the surface promoter). Surface redox sites primarily lead to the formation formaldehyde and methyl formate as the reaction products.

The dissociative adsorption of methanol on metal oxide single crystal surfaces is typically associated with the presence of cation-anion site pairs [352-356]. Methanol adsorbs on the metal cation (Lewis acid) site from the gas phase and loses a hydrogen to a neighboring oxygen anion (Lewis base), thus forming a surface hydroxyl group [355, 357],
while the conjugate base anion, methoxy (CH$_3$O·), binds to the cation site. An investigation by Vohs and Barteau [354] on the -O and (0001)-Zn polar faces of ZnO revealed that the zinc face of the crystal is active for methanol dissociation and oxidation, while the oxygen face is inactive. The difference in activity of these crystal faces was attributed to site-pair availability, since the zinc face exposed both zinc and oxygen ions while the oxygen face exposed only oxygen anions. For dissociation reactions to occur, it is believed that the surface cations must be coordinatively unsaturated, while the coordination of surface oxygen anions is less important.

Although these first two conditions are thought to be important for dissociative adsorption of methanol, these conditions alone are not sufficient. The surfaces of SnO$_2$(110) [358], CeO$_2$(111) [359], and TiO$_2$(100) [353, 360] contain acid-base site pairs and coordinatively unsaturated surface cations, yet all are nearly inactive for methanol dissociation. While the surfaces of SnO$_2$(110) and CeO$_2$(111) have been found to be inactive, reduction of the surfaces exposes cations of different coordination and oxidation states which allow for methanol dissociation. On SnO$_2$(110), methanol dissociation occurs preferentially at four-fold coordinated Sn$^{2+}$ sites associated with bridging oxygen vacancies, while on CeO$_2$(111) the reaction occurs on four-fold coordinated Ce$^{4+}$ oxygen deficient sites. It has been suggested that adsorption of a weaker Brønsted acid (such as methanol) is enhanced by more highly coordinatively unsaturated cation sites [355]. While this idea seems to hold for the case of CeO$_2$(111) and TiO$_2$(001), it was determined that further reduction of the active SnO$_2$(110) surface by removal of in-plane oxygen anions caused the surface to become again inactive for methanol dissociation. These observations demonstrate the complexity associated with generalizing the requirements for dissociative adsorption.

Methoxy is the key intermediate in the formation of all methanol decomposition products on ordered metal oxide surfaces like TiO$_2$ (001), Cu$_2$O(111) and (100), SnO$_2$(110), ZnO(0001), ZrO$_2$(100) and (110), CeO$_2$(111), and RuO$_2$(110) [352, 353, 356, 358, 359, 361], and on single crystal metal surfaces like Cu(110), Ag(110) and Ru(0001) [350, 362, 363], having been identified by XPS or high-resolution electron energy loss spectroscopy (HREELS) [356]. Temperature programmed desorption data are also suggestive of methoxy intermediates on these surfaces. Heating the surface can cause hydroxyls to react with methoxy, reforming methanol, or to react with another hydroxyl in a disproportionation to form H$_2$O. Another route to methanol formation from a methoxy involves rate-limiting dehydrogenation of methoxy (cleavage of a C-H bond). This reaction is distinctly apparent from the observation of simultaneous desorption of methanol and formaldehyde (CH$_2$O) during TPD. Decomposition of methoxy to formaldehyde releases hydrogen to the surface; this hydrogen is then free to react with another methoxy and desorbs as methanol.

Formate (HCOO·) has been detected by XPS and TPD as a reaction intermediate in the formation of CO and CO$_2$ from methanol on ZnO(0001) [354]. This intermediate has also been verified by comparison of XPS spectra for adsorbed methanol and adsorbed formic acid (HCOOH) and its derivation has been described by lattice oxygen insertion into a methoxy. Formate has not been reported as a stable surface intermediate in methanol oxidation on any other metal oxide single crystal surfaces; but, it has been identified on single crystal metal surfaces [364]. Dioxymethylene (CH$_2$O$_2$) has been identified by HREELS as a reaction intermediate on ZrO$_2$(110), but not on ZrO$_2$(100). This species was also derived by lattice oxygen insertion into a methoxy. The difference in the reactivity of the (110) and (100) surfaces of ZrO$_2$ is attributed to surface structure. Also worth noting, coordination of oxygen anions located in different surface terminations might affect the stability of the adsorbates giving rise to various nucleophilic addition routes of oxygen during CH$_2$O$_2$ formation. On ZrO$_2$(110) dioxymethylene decomposes to formaldehyde
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In general, the formation of CH$_2$O requires a bi-functional acid-base surface that is a surface containing mildly basic oxygen species for the transfer of H$^+$ from a methoxy and weaker acidic cation sites for the desorption of the product [365].

Formaldehyde has been observed as a reaction product during thermal desorption on TiO$_2$(001), ZnO(0001), Cu$_2$O(100) and (111), SnO$_2$(110), ZrO$_2$(110), CeO$_2$(111), and RuO$_2$(110). For the case of TiO$_2$(001) studied by Kim and Barteau [353], the formations of formaldehyde and dimethyl ether (CH$_3$OCH$_3$) on faceted surfaces have been attributed to the presence of 5-coordinate Ti$^{4+}$ cations. This is the only case where CH$_3$OCH$_3$ was observed during methanol oxidation on a metal oxide single crystal surface. Methane (CH$_4$) has also been observed as a product during thermal desorption experiments on {011} and {114}-faceted TiO$_2$(001), reduced TiO$_2$(001), ZrO$_2$(100), and ZrO$_2$(110) [366] surfaces. In these instances, CH$_4$ formation was attributed to the reaction of a methoxy with an adsorbed hydrogen atom. For TiO$_2$, deoxygenation of methoxy to CH$_4$ occurred at oxygen-deficient Ti cations, and hence cleavage of the C-O bond led to reoxidation of the surface [353, 360]. The same reaction occurs on ZrO$_2$ but it has been reported that oxygen produced in this manner is either incorporated into the lattice or reacted with adsorbed hydrogen to form water. Non-selective oxidation products (CO and CO$_2$) are frequently encountered in studies of alcohol oxidation. CO is a reaction product in thermal desorption from ZrO$_2$(100) and (110), and oxygen deficient TiO$_2$(001); while CO and CO$_2$ have both been identified as reaction products from ZnO(0001), Cu$_2$O(100) and (111), and RuO$_2$(110). On ZnO(0001), CO is formed via two separate reaction pathways: methoxy dehydrogenation and formate decomposition. CO$_2$ is strictly derived from decomposition of a formate on this surface. Reaction of methanol on supported vanadium oxide powders show a methoxy formed upon dissociative adsorption of methanol, indicating an adsorption process similar to that seen on many metal oxide single crystal surfaces [288, 367, 368]. On hydrated V$_2$O$_5$/silica-alumina-titania-ceria, methanol is thought to adsorb and react with hydroxyl groups to form methoxy and hydrogen gas [320]. Reduced, oxidized, and hydrated vanadium oxide surfaces all produce CO and CO$_2$ [369]. Ethylene (CH$_2$=CH$_2$) and acetylene (CH≡CH) were detected as reaction products during methanol thermal desorption experiments on hydroxylated Cr$_2$O$_3$(1012) surfaces, but the reaction mechanisms for these products were not described [370]. Dimethyl ether has also been identified as a reaction product from Cr$_2$O$_3$ in thermal desorption from reduced and

![Figure 7.1 Decomposition routed of methoxy on oxide surfaces.](image-url)
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Hydroxylated Cr$_2$O$_3$ surfaces [370, 371]. The suggested mechanisms for this product differed between sources; one listing a dehydration reaction of two methanol molecules [371], while the other suggests a coupling reaction of two methoxys [370] as the reaction pathway.

These possible reaction routes observed on various oxide surfaces are summarized in Figure 7.1. The idea behind comparing several oxide systems is to show the apparent fact that on most of the oxide systems methanol reacts to give methoxy if the surface is not totally oxygen terminated. Availability of the anion-cation site pairs with proper coordination is the key for the activity of the surfaces towards methanol.

### 7.1 Adsorption of Methanol on Vanadyl Terminated Particles

The exposure dependent data shown in Figure 7.2 highlights a number of interesting features during the development of the adsorbed layer at 100 K and formation of multilayer with increasing exposure. The intense band at 2955 cm$^{-1}$ in the CH stretching region is assigned to the asymmetric stretch of the methyl group ($\nu_a$(CH$_3$)). It probably overlaps the overtone of the asymmetric methyl deformation, which is enhanced by Fermi resonance with the symmetric stretch of the methyl group (2$\delta_s$(CH$_3$)) [372]. This broad peak may well envelop other modes, particularly on the low frequency side at 2914 cm$^{-1}$. The Fermi resonances actually result in both frequency shifts, as a result of repulsion between the modes involved, as well as intensity redistribution from fundamentals to overtone modes. The intensity redistribution often makes the intensity of the overtones comparable with that of the fundamental modes. A necessary condition for Fermi resonances to occur is that the overtone and the fundamental mode frequencies are close to degenerate and that the modes exhibit the same symmetry. For surface adsorbates it follows that all dipole active fundamental modes may interact with the first overtone of any fundamental mode. Moreover, a number of combination bands become detectable in the frequency range between 2500 and 2700 cm$^{-1}$. The peak at 2605 cm$^{-1}$ is attributed to $\delta_s$(CH$_3$) + $\nu$(CH$_3$). For the adsorbed methanol multilayer, the weak peak at 1505 cm$^{-1}$ is assigned to OH bending mode, $\delta$(COH). Table 7.1 summarizes observed IR peaks of methanol adsorbed on vanadyl terminated particles and their assignments.

---

**Figure 7.2 IRA spectra of methanol multilayer adsorbed on vanadyl terminated particles (0.8 MLV) at 100 K. Each spectrum represents the increase in methanol coverage by 0.4 L.**
The most intense mode of methanol multilayers is the CO stretch, which provides a useful starting point for examination of the coverage dependent behavior. At the lowest exposure of 0.4 L, the band at 985 cm\(^{-1}\) is observed. This \(\nu(\text{CO})\) can be attributed to a chemically different adsorption site. At 0.8 L a peak at 990 cm\(^{-1}\) dominates the spectrum, with a weaker feature at 985 cm\(^{-1}\). In addition to those, a third but positive peak can be also seen in the spectra at 1046 cm\(^{-1}\). This feature is related with the interaction of the adsorbed methanol with vanadyl species and appears as a positive peak since the spectra related to adsorption of methanol are referenced to the clean vanadyl terminated surface. With increasing exposure, a band at 990 cm\(^{-1}\) continues to dominate, and a new feature emerges at 1044 cm\(^{-1}\). With further exposure, the peak at 1044 cm\(^{-1}\) gradually grows in intensity due to formation of methanol multilayer.

Table 7.1 IR frequencies and mode assignments of methanol adsorbed on silica supported vanadyl terminated particles.

<table>
<thead>
<tr>
<th>Assignment</th>
<th>Frequency (cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\nu(\text{OH}))</td>
<td>3285</td>
</tr>
<tr>
<td>(\nu_{\text{a}(\text{CH}_3)})</td>
<td>2955</td>
</tr>
<tr>
<td>(\nu_{\text{s}(\text{CH}_3)})</td>
<td>2831</td>
</tr>
<tr>
<td>(\delta_{\text{a}(\text{CH}_3)}+\gamma(\text{CH}_3))</td>
<td>2605</td>
</tr>
<tr>
<td>2(\nu(\text{CO}))</td>
<td>2030</td>
</tr>
<tr>
<td>(\delta_{\text{s}(\text{CH}_3)})</td>
<td>1462</td>
</tr>
<tr>
<td>(\delta_{\text{a}(\text{CH}_3)})</td>
<td>1444</td>
</tr>
<tr>
<td>(\gamma(\text{CH}_3))</td>
<td>1132</td>
</tr>
<tr>
<td>(\nu(\text{CO}))</td>
<td>1044</td>
</tr>
</tbody>
</table>

The distinction between species is also clearly illustrated in the behavior of the OH stretching band. The broad band centered at \(\sim3250\) cm\(^{-1}\) is first observed at 0.4 L and is assigned to chemisorbed methanol. The growth of a second broad band at about 3285 cm\(^{-1}\) is correlated with the development of the additional condensed layer of methanol. As previously observed for condensed methanol phases \[373\] the OH stretch is red-shifted by \(366\) cm\(^{-1}\) from the gas phase frequency \[374\] to 3285 cm\(^{-1}\) due to strong intermolecular hydrogen bonding. These effects are typical for the hydrogen-bonded systems such as water and ice as described in detail in Chapter 5. While hydrogen bonding within the methanol multilayer is not surprising, it is interesting that even at the lowest exposures (<0.2 L), the broad OH stretching peak appears. Similar to the ASW growth on the clean silica, this could be due to the formation of hydrogen bonded methanol islands at low coverage. During the subsequent growth of the multilayer no new feature develops, but the \(\nu(\text{OH})\) peak gets sharper. In the CH stretching region, at the lowest exposure, a sharp feature at 2955 cm\(^{-1}\) is observed. In the exposure range above 0.8 L, this band grows together with a weak band appearing at 2831 cm\(^{-1}\), which is assigned to the symmetric stretch of the methyl group (\(\nu_{\text{s}(\text{CH}_3)}\)). At 0.8 L, a third peak appears, which is well resolved on the high frequency shoulder of the central CH stretching peak at 2984 cm\(^{-1}\) and correlated with the appearance of the OH stretch of chemisorbed methanol. The high frequency shoulder is attributed to \(\nu_{\text{a}(\text{CH}_3)}\) mode. The 's' and 'a' indicate whether the mode is symmetric or asymmetric with the molecular plane defined by the HCOH atoms while the prime indicates asymmetry about the C\(_3\) axis of the methyl group. The broad peaks at 1462 and 1444 cm\(^{-1}\) can be attributed to the overlapping asymmetric and symmetric bending modes (\(\delta_{\text{a}(\text{CH}_3)}\) and \(\delta_{\text{s}(\text{CH}_3)}\)), respectively. When \(\delta_{\text{s}(\text{CH}_3)}\) exceeds \(1400\) cm\(^{-1}\) there is a strong Fermi resonance perturbation between \(\nu_{\text{s}(\text{CH}_3)}\) and \(\delta_{\text{s}(\text{CH}_3)}\) \[372\]. The weak
bands appearing at 2039 cm\(^{-1}\) and at 1132 cm\(^{-1}\) are the first overtone of \(\nu(\text{CO})\) and methyl rocking modes \(\rho(\text{CH}_3)\) with some contribution of the in-plane C-O-H deformation, respectively \[375\]. All these findings indicate that the interaction of methanol with vanadyl terminated particles and silica film is quite weak. No information about the dissociative adsorption and methoxy formation is obtained. One may consider the \(\nu(\text{CO})\) band around 985 cm\(^{-1}\) as an evidence for stronger interaction. Vanadyl groups are influenced by the presence of adsorbed methanol and they fully recover after desorption.

Warming methanol multilayer to 130 K results in a dramatic loss of intensity of the multilayer features, due to desorption (not shown). Basically, all peaks related to methanol attenuate gradually without a major change\(^5\) and all methanol layers desorb below 250 K. Representative data for a single TPD experiment are presented in Figure 7.3. The main masses evident in these spectra are \(\text{H}_2\), \(\text{H}_2\text{O}\), \(\text{CO}\), \(\text{CH}_2\text{O}\), and \(\text{CH}_3\text{OH}\), which are basically the fragmentation pattern of \(\text{CH}_3\text{OH}\). In agreement with IRAS findings, only molecular desorption of methanol is observed and there is no evidence for the desorption of any oxidation products. The peak at 140 K is attributed to the desorption of methanol multilayer and the additional weak feature seen in TPD spectra at around 200 K might be associated with the desorption of chemisorbed species which are also identified by IRA especially at low methanol coverage.

7.2 Adsorption of Methanol on Dehydrated Vanadium Oxide Particles

A key step to fully understand the catalytic working mechanism is a profound knowledge of the surface structure of the particles. Hydration can also be of interest for a better understanding of catalytic performances. \(\text{H}_2\text{O}\) for instance, is formed during some oxidation reactions which may lead to a partial hydration of the catalyst surface. The extent of catalyst dehydration is known to influence the molecular structure of vanadium oxides and it was already shown that the surface of the vanadium oxide particles prepared by reactive solid water assisted method is terminated by hydroxyl groups together with vanadyl

\(^5\) Methanol, similar to ASW, experiences a phase transition at around 110-120 K. Small changes in the shape of the peaks can be observed.
species. Annealing to 600 K leads to total dehydration. CO adsorption experiments initially showed the creation of cationic surface sites upon dehydration and their interaction with methanol can also be important due to the fact that fully vanadyl terminated particles are found to be basically not active towards methanol oxidation reactions.

The study of methanol adsorption on dehydrated vanadium oxide particles permits a direct comparison of the interaction of this molecule with the particles totally terminated by vanadyl groups. Figure 7.4 shows a series of spectra as a function of annealing temperature following a 2 L CH₃OH exposure to the 0.6 MLV dehydrated vanadium oxide particles at 100 K. It is known that if a submonolayer methoxy forms first, the presence of second and higher multilayer of methanol might well obscure the spectral features of the methoxy species. Low diffusivity of methanol molecules over the silica surface below 120 K may lead to the formation of hydrogen bonded methanol clusters before they dissociate on the vanadium oxide particles. This difficulty is overcome by adsorbing methanol molecules that wet the whole surface and removing the multilayer by thermal desorption. The adsorption experiments show that the IRA spectrum for the 2 L exposure of methanol is in a good agreement with the spectra of a condensed layer of methanol obtained on vanadyl terminated particles at 100 K (see Figure 7.2). Features which can be assigned to methoxy were not observed at low methanol exposure at 100 K. The most pronounced changes with annealing are evident between 120 and 140 K. Within this temperature range multilayer crystallizes and spectral changes can be observed. Except for small frequency shifts due to weak surface perturbation IRA spectra indicate nondissociative molecular adsorption. In general, both the symmetric and asymmetric vibrational modes are observed, consistent with a bonding configuration where the molecules are in a hydrogen bonded environment.

Further annealing to 175 K leads to attenuation of all peaks associated with desorption of methanol multilayer. The broad OH stretching band of methanol almost disappears and intensities and frequencies of all symmetric-asymmetric stretching and bending modes of CH₃ slightly change. These results clearly indicate that methanol is converted to different surface species, i.e. methoxy. On most oxide surfaces, methoxy species form by cleavage of O-H bond of methanol and adsorbs via its oxygen end [376]. The peak that can barely be seen at ~3620 cm⁻¹ after annealing to 175 K can be attributed to the surface V-OH groups, however its appearance at the noise level and weak influence on the frequency of vanadyl groups makes this assignment unclear. The assignment of the
peak at 2816 cm\(^{-1}\) to the symmetric CH\(_3\) stretch is straightforward, and its presence might be compatible with both a C\(_s\) and C\(_3\) local symmetry form. In a C\(_s\) geometry or lower, the \(\nu(CH_3)\) mode would be affected by the proximity of the surface, which explains the lower frequency of this band. The methoxy in a C\(_3\) local symmetry simply lacks the \(\nu(CH_3)\) bands near 3000 cm\(^{-1}\), and compared to the molecular methanol spectra, the \(\nu(CH_3)\), \(\delta(CH_3)\), and \(\nu(CH_3)\) bands are shifted to the lower frequencies by 40, 39, and 50 cm\(^{-1}\), respectively [375]. However, the band at 2949 cm\(^{-1}\) can more reasonably be assigned to the \(\nu(CH_3)\) of a slightly tilted methoxy (C\(_s\) symmetry) [377]. Even though the presence of some methanol on the surface can not be totally ruled out, the relatively low intensity of the symmetric stretching mode is also more consistent with this geometry. In addition, it must be noted that the particles are actually amorphous and bonding symmetries different than perfect C\(_3\) geometry are expected. The persistence of a feature at 1140 cm\(^{-1}\) (\(\delta(CH_3)\)), a weak feature at 1428 cm\(^{-1}\) (\(\delta(CH_3)\)) and a shoulder on the high frequency side of the mode at 2915 cm\(^{-1}\) are all consistent with the presence of tilted methoxy species. When methoxy is in upright position, \(\nu(CH_3)\) is particularly expected to be the strongest band in this region [375]. It is generally agreed that the weak band at 2885 cm\(^{-1}\) is the \(\delta(CH_3)\) overtone that has gained intensity via a Fermi resonance from \(\nu(CH_3)\). The main controversy lies in the assignment of the band at 2921 cm\(^{-1}\), which has been in various cases attributed to a \(\delta(CH_3)\) overtone, which has also borrowed intensity from \(\nu(CH_3)\) [377, 378], or one component of the asymmetric methyl stretch [379-381]. With the help of the experiments performed with methanol isotopomers, this peak has been attributed to \(\delta(CH_3)\). Moreover, the extent of this symmetry reduction due to tilting is dependent on the orientation of the C-O bond relative to the surface, the nature of the adsorption site, and the strength of the surface-adsorbate interaction [382]. As a general trend, the frequency of the \(\nu(CO)\) mode decreases as the interaction with the surface gets stronger, e.g., \(\nu(CO)\) is at \(\sim 1036\) cm\(^{-1}\) for Cu(111) [377] and at \(\sim 1048\) cm\(^{-1}\) for Ag(111) [375]. After annealing to 300 K, it becomes apparent that \(\nu(CO)\) is in fact red-shifted to 1030 cm\(^{-1}\), suggesting that the oxygen is bonded to the surface cationic sites. A strong metal-oxygen bonding can be responsible for weakening the C-O bond, with the consequent shift of the \(\nu(CO)\) mode to lower frequencies [383]. \(\nu(OH)\) bands vanish at 300 K and no change in the intensities of methoxy related peaks is observed after annealing the sample to 500 K.

At 600 K, the amount of methoxy decreases, but a surprising weak feature develops at \(\sim 1260\) cm\(^{-1}\), which must be assigned to different species. At this temperature, methoxy may be decomposing to a new species or recombining with H\(_{ad}\) to desorb as methanol. Taking into account the HREELS results obtained by Mitchell et al. [384] on hydrogenation of CO over-layers on Ru(0001), the band at 1262 cm\(^{-1}\) is tentatively assigned to the \(\nu(CO)\) mode of bridging formaldehyde \([\eta^2(C,O)-H_2CO]\), formed upon dehydrogenation. In this geometry, the C-O bond would not be oriented parallel to the surface. The proposed bonding structures for the methoxy and \(\eta^2\)-formaldehyde geometries are schematized in the right panel of Figure 7.4. The frequency observed for the CO stretching mode of \([\eta^2(C,O)-H_2CO]\) is slightly lower as compared to modes observed on metal surfaces [385]. Those small differences in vibrational energies can be attributed to the influence of steric effects which may perturb the vibrational coupling between molecules as a function of coverage and the extent of electron donation into the d states of the cationic sites and back-donation into nonbonding \(\pi^*\) orbital of adsorbed H\(_2CO\). After annealing to 650 K, no additional features are observed and either all methoxy species are converted to formaldehyde, or they recombine with surface hydrogen and desorb as molecular methanol. Besides, CO is not detected on the surface at any step of the measurements. No carbon accumulation is detected by XPS. Also, no additional vanadyl groups forms after exposing the particles to methanol. This demonstrates that methanol reacting on dehydrated surface partially populated with V=O species does not leave behind any
terminal oxygen. At this point, TPD experiments following methanol adsorption might be useful to identify the desorbing products after adsorbing methanol on dehydrated vanadium oxide particles.

TPD data recorded following exposure of dehydrated particles to various CH$_3$OH exposures provide more insight into the species formed during the decomposition process which occurs as a result of heating. A typical set of TPD spectra following adsorption of 1 L CH$_3$OH at 100 K on vanadium oxide particles is displayed in Figure 7.5 (a). H$_2$ and CO production are measured by measuring the yields of their molecular ions at m/e: 2 and m/e: 28, respectively. Meanwhile, formaldehyde is monitored using its major cracking fragment, CHO$^+$, at m/e: 29, instead of its molecular ion CH$_2$O$^+$ at m/e: 30, due to a higher abundance of the CHO$^+$ fragment in the mass spectral cracking pattern of formaldehyde. The production of formaldehyde is further verified by comparing the integrated peak intensity ratio of CHO$^+$/CH$_2$O$^+$ (m/e: 29/31). In addition to the multilayer desorption peak at 140 K, three desorption states can be evidenced by groups of peaks at different temperatures. The lower temperature states include two CH$_3$OH peaks coincident at 200 and 325 K, respectively. The higher temperature state consists of a weak additional CH$_3$OH peak at 610 K, and a new CH$_2$O peak at 610 K, a CH$_4$ peak at 620 K, a H$_2$ peak at 615 K, a CO peak at 610 K and trace amounts of CO$_2$ and H$_2$O peaks at 620 K and 632 K, respectively. Other molecules which were measured but not detected include CH$_3$OCH$_3$, C$_2$H$_4$, C$_2$H$_6$, and HCOOCH$_3$. Low temperature features are cracking pattern of CH$_3$OH (i.e. m/e: 31, 29, 28, 18) that are carefully verified by methanol thermal desorption experiments on the clean silica surface. However, within the features desorbing at low temperatures, H$_2$O contains a small additional feature, which can be considered as desorption of water. For comparison, water adsorption experiments were performed. The TPD spectrum of water involves mainly two desorbing features, a relatively intense peak at 185 K and a broad peak centered at 415 K, respectively. Dehydrated particles can be rehydrated by water adsorption, however less hydroxyl groups are obtained as compared to the hydroxyl amounts of freshly hydrated particles due to the morphological changes after annealing to elevated temperatures. The high temperature peak agrees with the dehydration behavior of the particles leading to water desorption along a recombination pathway. The low temperature peak can either be attributed to the desorption of molecular water or recombinative desorption from neighboring V–O–V regular sites. The latter route might be responsible for the feature obtained in methanol TPD experiments. The coverage dependent TPD behavior of methanol desorbing from dehydrated particles is illustrated in Figure 7.5 (b) to highlight the fraction of formaldehyde being formed. For the lowest dose, two desorption features centered at 360 K and 620 K are observed. Both features shift down to lower temperatures with increasing doses indicating a second order desorption process. As mentioned earlier, this low temperature feature is mainly due to the cracking pattern of methanol and it is difficult to extract any information about desorption of formaldehyde as a dehydrogenation product. However, proper analysis of the data while subtracting the contribution of cracking components of methanol$^6$ corroborates that the high temperature peak is certainly related to the formation of formaldehyde. Between 0.3 and 0.5 L, a third peak starts to dominate the spectra at 200 K. With doses greater than about 1 L, a first desorption feature appears as a shoulder at about 140 K, and grows without saturation for increasingly higher doses, confirming the characteristics of multilayer adsorption.

Starting with the vanadyl terminated particles on which no methanol dissociation is observed, it is reasonable to consider that the activity of methanol dissociation increases as
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$^6$ TPD spectra here were presented without subtracting cracking components of methanol. At especially high methanol doses at 100 K, pumping speed plays a crucial role for different m/e values.
the particles are dehydrated, exposing more cationic vanadium and anionic oxygen sites. The dehydration step itself provides this condition as given below:

$$2(\text{VO}_x\text{-OH}) \rightarrow 2\text{VO}_x + \frac{1}{2}\text{H}_2\text{O}$$

The major question to be asked is whether oxygen anions are to be converted to vanadyl groups or to bridge neighboring vanadium cations or they simply stay as chemisorbed species. Even though the temperature to get to fully dehydrated state is high enough to form vanadyl groups, no evidence was found in IRA and XP spectroscopic investigations (see Chapter 6). Instead, it is more likely that after dehydration the number of nonstoichiometric oxygen species increases together with the creation of more cationic sites for methoxy formation. Coverage dependent TPD spectra show that methanol directly dissociates and form methoxy at low coverage. A fraction of methoxy desorbs as methanol via recombining with surface hydrogen at 415 K. The remaining is stable up to 550 K on the dehydrated particles and dehydrogenates to formaldehyde. The high temperature formaldehyde peak does not grow with coverage indicating that the surface is already fully saturated with methoxy after dosing 0.5 L methanol at 100 K.

TPD spectra point out that nonselective decomposition competes with selective dehydrogenation of CH$_3$OH over the dehydrated particles. The presence of CO$_2$ formed during methoxy reaction, coupled with H$_2$ evolution with a peak at 610 K, indicates that nonselective decomposition of methoxy occurs around this temperature. Subsequently, a large fraction of methoxy partially dehydrogenate to formaldehyde, giving rise to the CH$_2$O peak observed during TPD.

$$\text{CH}_3\text{O} \rightarrow \text{CH}_2\text{O} + \text{H}$$
$$\text{CH}_2\text{O} + \frac{1}{2}\text{H}_2\text{O} \rightarrow \text{CH}_2\text{O}$$
$$2\text{H} \rightarrow \frac{1}{2}\text{H}_2$$

In competition, formaldehyde from partial dehydrogenation of methoxy may also undergo rapid elimination to CO directly or via forming a formate surface intermediate.

Once formed, H$_2$O$_2$ desorbs rapidly as H$_2$ and H$_2$O, contributing to the weak hydrogen and water peaks observed during TPD. Since hydrogen which is present in

![Figure 7.5 (a) TPD spectra following adsorption of methanol (1 L) at 100 K on 1 MLV dehydrated vanadium oxide nanoparticles (solid lines). Dotted line represents a TPD spectrum of water following dosing 100 L of H$_2$O at 160 K (above multilayer desorption temperature) (b) Formaldehyde desorption following successive adsorption of methanol at 100 K. Initial coverages are indicated in the figure. Heating rate was 3 Ks$^{-1}$.](image)
hydrated particles desorbs at ~450 K, the production of H₂ from methoxy at 615 K is concluded to be due to dehydrogenation pathway. The identification of surface methoxy by IRAS, the absence of ¹⁸O incorporation into CH₂O on the isotopically labeled surface, and the concomitant evolution of H₂ with these oxygenates strongly indicate that CH₂O and CO both originate from a dehydrogenation pathway of methanol. The correspondence in peak temperatures and profiles for CH₂O and CO provides further evidence for a common intermediate for both products. This is consistent with a methoxy precursor to CH₂O and CO. Indeed, numerous studies on methanol reactions over clean metal [386, 387] and oxide [367, 388, 389] surfaces identify methoxy as the primary intermediate to formaldehyde. The possibility that a formate intermediate may also be formed cannot be discounted. While oxidation of methoxy to surface formate occurs readily on oxide [390] the decomposition of HCOO⁻ generally proceeds via dehydrogenation to form CO₂ and H₂ and/or dehydration to CO and H₂O [391, 392]. Desorption of trace amounts of CO₂ and H₂O at 620 and 632 K during methanol TPD might support the idea that surface formate is being formed on the dehydrated particles even though it could not be detected by IRAS. Another hypothesis for the reaction intermediate is the formation of dioxymethylene on oxide surfaces. Such a surface intermediate is similar to the report of Abee et al. that CO₃ adsorbs on the nearly-stoichiometric Cr₂O₃ surface as a bidentate carbonate [393]. Both adsorbed species require a cation-anion site-pair with molecular oxygen bound to a surface cation site, with nucleophilic attack of surface lattice oxygen on an electron deficient carbon center. The lattice oxygen left behind after CH₄ desorption might either recombine with hydrogen atoms and desorb as water or interact with the neighboring intermediate species leading to the desorbing CO₂ molecules.

The concept of structural sensitivity has been used to describe reactions on supported vanadium oxide catalysts whose rates depend on particle size, surface termination and orientations of the crystallographic planes in the presence of large particles. While the structure of the vanadium oxide is largely invariant on a wide range of oxide supports [332, 394, 395], the activity of vanadium oxide, as measured by the turnover frequency for the oxidation of methanol to formaldehyde, is strongly influenced by the support and varies by several orders of magnitude [396]. Bulk silica is an interesting support for vanadium oxide and somewhat distinct from other commonly used oxide supports such as TiO₂, CeO₂, etc. For very low loadings, the structure of vanadium oxide on bulk silica is very similar to that on other oxides whereas the formation of crystallites on
silica occurs well below monolayer coverage, and two dimensional polyvanadate species are not readily formed \[292, 397\]. The reactivity of dispersed vanadium oxide on silica is substantially less than that for the vanadium oxide on the other reducible supports. On the silica film surface, a somewhat similar trend is observed as the coverage of vanadium oxide in increased. Three dimensional particles form at very low coverages and their lateral sizes get larger with deposited vanadium amount. Recalling the fact that fresh hydrated particles contain some vanadyl groups at 300 K and an increased number of V–O–V species is expected for larger particles; one may expect a size dependent performance of those catalysts. Figure 7.6 shows sequential changes in TPD spectra of H\(_2\)O, CO, CH\(_2\)O and CH\(_3\)OH following 0.5 L methanol adsorption on dehydrated vanadium oxide particles (0.1, 0.3 and 0.8 MLV). The desorption behavior is qualitatively consistent with the results shown in Figure 7.5 (a) for all coverages above 0.2 MLV. On 0.1 MLV vanadium oxide particles, formaldehyde is not detected, probably due to the detection limit of the mass spectrometer. The formaldehyde yield increased with the particle coverage and no size dependent activity and selectivity modifications are observed. Comparing the relative intensities of the desorbing products, a small difference is found for the low temperature water desorption peak and can be attributed to an increase of basic sites with coverage. Availability of more sites for hydrogen obtained after dissociation of methanol is not unexpected, it can be cross related to desorption of more water.

7.3 Influence of Surface Oxygen on Formaldehyde Formation

The reactivity of methanol on surfaces can be modified by the presence of pre- or co-adsorbed atoms. These species effect the electronic potentials and therefore, charge transfer coupling in the vicinity [398], including the rearrangement of substrate atoms. These may involve first and second layers of the coordination shell. Depending on the adsorbate-substrate bond strength this reconstruction may result in a global effect and/or introduce certain surface disordering. On single crystal surfaces, it has been shown that induced nonlocal effects may result in change of the work function [399]. The average distance between first and second next neighboring atoms can also be altered [400]. The extent of the latter depends on the local flexibility of the surface atoms, on the nature of adsorbed atom, and on coverage. Finally a blocking effect may be expected, as adsorbed atomic species reduce the number of available active sites for adsorption, either by competing with the same site or by repulsive interaction with the neighboring adsorbate [5].

The strong influence of the oxygen to methanol ratio in determining the methanol conversions and formaldehyde yields has also been observed under conventional catalytic conditions. Although oxygen is essential for efficient production of formaldehyde form methanol; an excess of oxygen will further oxidize it to carbon dioxide and water. The interaction of hydroxyl end of a methanol molecule with surface oxygen is also critical and the amount of surface oxygen atoms and their coordination are expected to influence the catalytic activity since the adsorbed O induces a continuous increase in the work function with increasing coverage, resulting from a withdrawal of electron density from the surface. Even though methoxy is the common surface intermediate on almost all surfaces, methoxy-substrate and oxygen-substrate bond strengths play a crucial role in terms of selectivity.

The left panel of Figure 7.7 compares high temperature formaldehyde formation depending on the state of the vanadium oxide particles at the same coverage (0.8 MLV) following the same amount of methanol exposure (1 L) at 100 K. The spectra are offset for clarity. Spectrum (a) is obtained following methanol exposure to dehydrated particles and (b) shows increase of high temperature formaldehyde peak after predosing oxygen to the
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Dehydrated surface at 300 K. In contrast to the increase in formaldehyde yield at 610 K, no change is detected in low temperature region suggesting that molecular and recombinative desorption channels are still open. However, dosing the same amount of oxygen on the surface (b) at 500 K induces an irreversible partial blocking in the formaldehyde formation channel. Moreover, the low temperature recombinative desorption peak loses most of its intensity due to the formation of vanadyl groups, which reduces the number of available acidic sites created after dehydration. The right panel of Figure 7.7 shows more systematically the loss of active sites required to stabilize methoxy. Dosing oxygen at 500 K gradually reduces both low and high temperature uptakes as opposed to oxygen dosing done at 300 K. Above 500 K, dosing oxygen at any extent ends up with the appearance of vanadyl groups inhibiting the activity of the particles towards methoxy formation and therefore formaldehyde production.

Thermal desorption data for the reactions of methanol all show CH$_3$OH, CH$_2$O, CO, CO$_2$, and CH$_4$ desorbing in the same high temperature range; signifying that the reaction might go through several reaction intermediates. When these vanadium oxide particles are modified with oxygen, formaldehyde (from partial dehydrogenation of methoxy) is stabilized on the surface, and its subsequent decomposition to CO is partially inhibited, giving rise to the evolution of gaseous CH$_2$O [401]. Remarkable differences in activity toward formaldehyde are observed between the vanadyl terminated, dehydrated and the O-modified vanadium oxide particles on silica film surfaces. The lack of activity of the vanadyl terminated particles is attributed to unavailability of acid-base site pairs required for methoxy formation. Methanol reactivity over the O-modified dehydrated particles and dehydrated particles is also markedly different. Taken together with these findings on three sample conditions (effect of hydration was not discussed here due to its inactive behavior), all these studies demonstrate that changes in local geometric structure can significantly affect the activity of model oxidation catalysts toward methanol reaction. The inhomogeneous distribution of oxygen on the O-covered particles may also play a role in its increased activity toward methanol reaction. Methanol conversion to methoxy is known to occur primarily at open high-coordination sites on oxide and oxidized metal.
surfaces [358, 402]. Thus, it is quite likely that vacancies are present at high-coordination sites on the O-covered dehydrated surface, which may promote CH₃OH reaction. It has been argued that presence of peroxy (O₂⁻) species can influence the activity of the vanadium oxide surfaces [403]. However, those peroxy species might be present only if particles are exposed to molecular oxygen at low temperatures (i.e. 100 K) and having them on the surface at 300 K is not expected. Oxygen might play a very crucial role as a stabilizing agent for methoxy and other possible surface intermediates like formate or dioxomethylene. Considering the Lewis-base function of the surface oxygen anions, one would expect that unsaturated bridging oxygen anions (since no additional vanadyl species are observed) on the dehydrated particles to be more reactive than the vanadyl groups. The difference in ability of these particles to dissociate methanol is attributable primarily to the availability of surface vanadium cations with slightly modified coordination. The limited reactivity observed on vanadyl terminated particles can thus be explained by the lack of highly coordinated vanadium cations. High temperature desorption peaks are all reaction limited and the rate of high temperature methanol desorption is limited by hydrogen amount. TPD results indicate that no hydrogen desorption is observed above 450 K; so the source of hydrogen is the methoxy itself. β-hydride elimination from methoxy occurs over the entire high temperature range. The hydrogenation of methoxy to methane then requires two conditions; namely, a formation of an intermediate and a combination of hydrogen with this intermediate. The same condition is required for the formation of carbon monoxide and carbon dioxide. The interaction of the oxygen of methoxy with vanadium cation site and nucleophilic attack on the carbon center by neighboring unsaturated oxygen anion may yield dioxymethylene and this intermediate can be stabilized by an additional oxygen dose on the dehydrated particles. Dehydrogenation of this intermediate may be the sources of all oxidation products and the formation of formate as an intermediate is less likely since it could not be detected by IRAS and no desorption of formic acid was observed.
CHAPTER 8

SUMMARY AND OUTLOOK

The investigations on vanadium oxide supported on SiO$_2$, Al$_2$O$_3$, TiO$_2$, CeO$_2$, etc. have revealed that the geometric and electronic structures of vanadium oxides are the fundamental basis for the catalytic performance. There is a general consensus that structural and reactivity characteristics of vanadium oxide are modified with respect to bulk vanadium oxide by interaction with the oxide support surface and that this specific oxide–oxide interaction leads to a spreading of vanadium oxide over the support surface to form a thin monolayer film. However, catalytic functionalities of these monolayer catalysts are complicated. At this point, the model systems offer advantages owing to less structural complexity while addressing important issues of supported catalysts such as the role of support and particle size effects. The work over the last two decades has demonstrated that atomic-level surface science techniques can provide fundamental insights into the physics and chemistry of the oxide surfaces by enabling the synthesis of metal and metal oxide clusters on oxide films. Even though growth methods of oxide thin films are pretty much established, several issues have remained unsolved, for example, crystal structures, surface terminations, defects and their role in reactivity and nucleation of deposited particles, etc. The whole thesis has been structured in such a way that in each chapter some of these issues are discussed on a sample system that is mostly related to silicon dioxide thin films.

One driving force for performing research on crystalline silica is the wide range of its applications and the expectation that insight into surface properties on the fundamental level will help to improve the understanding of catalytic reactions. Therefore, a detailed knowledge about chemical properties of the surface of silica at the atomic level is required in order to envision better catalysts. Growth of crystalline silica films on metal substrates is not trivial due to the fact that single crystallinity requires some critical conditions such as good lattice matching with the metal substrate and necessity of high temperature treatments. These prerequisites leave many of the candidate metals out as a substrate material for silica thin films. (112) terminated molybdenum has already been shown to be a good surface of choice owing to both similarities between the surface interatomic distances of molybdenum atoms and the lattice parameters of bulk silica crystals and high melting point. Silica film preparation methods involve oxidation steps at elevated temperatures; it is therefore required to take a closer look at the interaction of oxygen with the clean molybdenum surface.

Being an early transition metal with a strong affinity towards oxygen, a thin oxide layers, most generally MoO$_2$ and MoO$_3$, can easily be formed on molybdenum surfaces. The initial stage is generally assumed to proceed via the formation of chemisorbed oxygen layers followed by nucleation and growth of two dimensional oxide islands. On a Mo(112)
surface, following the saturation state of chemisorbed oxygen, a unique surface oxide forms with a commensurate periodic structure. It was found that Mo(112)-p(2×3)-O, which was thought to be a structure associated with chemisorbed oxygen, turned out to be the oxide layer with one dimensional periodicity. As judged by LEED and STM studies, stripes belonging to the oxide layer propagate in a dimensional fashion. Besides, oxygen induces mass transport at the surface and the periodic structure is broken due to a high density of domain boundaries. IRAS conclusively shows that the surface is terminated by Mo=O groups, the fingerprints of which can also be observed in high resolution photoemission spectra. In addition to surface oxygen, rich Mo 3d spectra indicate the presence of subsurface oxygen. This specific surface oxide is a potential candidate as a model system for selective alcohol oxidation reactions, where the local structure of metal oxide is important.

Atomic structure of the thin crystalline silica film on a Mo(112) substrate were determined based on the excellent agreement between experimental findings and DFT calculations. The film consists of a two dimensional network of corner sharing SiO$_4$ tetrahedra, with one oxygen atom from each tetrahedron bonding to Mo atoms of the protruding rows on the Mo(112) surface. The other three oxygen atoms form Si–O–Si bonds with the neighboring tetrahedra. With a proper control of oxygen amount during film preparation, the unit cell can be enriched in terms of oxygen content. The film is one layer thin and any attempt to build up additional ordered layers results in the formation of particles and loss of long range order. Difference in coordination of surface and interface oxygen ions makes them distinguishable by means of spectroscopic approaches based on measurements of the binding energies of core level electrons. The ratio of the O 1s peak intensities of surface oxygen ions to interface ones and the appearance of a third component with the addition of extra oxygen atoms into the unit cell confirm a 2D network model as a building block of the silica films. Thanks to the structural order in the film, the valance band spectra are quite structured clearly resolving Si–O bonding and O nonbonding states. The Si–O–Mo bond has a strong dipole along the surface normal therefore the stretching frequency of which dominates the IRA spectra of the film. The behavior of Si–O–Mo stretching frequency together with Si–O–Si bending modes in the presence of adsorbates and particles help to understand their interaction level. While the enrichment of the unit cell with oxygen atoms is only modifying Si–O–Mo stretching vibrational mode, exchanging surface atoms causes energy shifts in all vibrational modes. A part of the stress created by the lattice misfit between the substrate and the epitaxial layer can relax by the creation of so called antiphase domain boundaries. They are characterized by a phase shift vector which describes the displacement of the sublattice site at the boundary. Therefore, the APDs subdivide the superstructure into domains. The origin of antiphase domain boundaries is closely connected to the surface morphology of the underlying molybdenum oxide (buffer) layer which acts as a template. As compared to those extended line defects, the number of point defects remains minor. That is why it is quite difficult to get spectroscopic evidence for their existence but, STM results indicates that there are very few defect sites which can be attributed to silicon vacancies.

One of the motivations of this thesis was to extend the quite limited knowledge of the interaction of water with oxygen-terminated silica surfaces. Certainly, the interplay between the local electronic and vibrational structures of silica film and adsorbed water can provide more insight with the nature of their interaction. Defects, i.e. vacancies, domain boundaries, steps, corners, are the sufficient sites to cause water dissociation on silica thin films. However, it has been shown that water adsorbs molecularly on the surface of silica film at 100 K. On the basis of TPD, IRAS, UPS, and XPS results, the following picture has been proposed for the adsorption and growth of water layers: In the initial stages of water adsorption the individual molecules are weakly bound to the surface. As increasing
exposure, the isolated water molecules start to condense into hydrogen-bonded clusters. The presence of the latter is deduced from the UPS data which show the splitting of the feature due to emission from the $3a_1$ orbital of water. In contrast to adsorption at 100 K, water exposure at 140 K follows a pseudo-first order desorption kinetics and results in a strong blue shift of the silica phonon. Even larger effects have been observed for D$_2$O adsorption. The results suggest that water forms three-dimensional, amorphous ice clusters at 100 K but two-dimensional crystalline ice at 140 K. This ice layer is in a good epitaxial relationship with the silica substrate, leading to a c(2x2) structure with respect to the silica surface as observed by LEED. The detailed structure of the epitaxial ice layer needs further investigations including theoretical calculations.

In our present day knowledge monolayer catalysts are a few layers of e.g. vanadium oxides on another oxide substrate, but the morphology, atomic structure, and chemical composition of these oxide-on-oxide overlayers are largely unknown. The necessity of a detailed elucidation of their structures at the atomic level and the knowledge of the atomic structure of the silica film put us into the position to study the nucleation and growth of vanadium oxide nanoparticles on flat well characterized silica surfaces. Using well ordered silica systems as a support, vanadium oxide particles in hydrated and dehydrated state have been investigated in great detail. On hydrophobic silica surface, vanadium oxide forms three dimensional particles and their interaction with the substrate is quite strong. Based on an XPS analysis, it was shown that the nature of vanadium oxidation is not uniform and as a result, not all particles have the same valence state. Particles contain predominantly V$^{3+}$; however, some metallic component contained at the core of the particles can not be ruled out. IRA spectra indicate that vanadyl termination is becoming dominant with increasing the coverage. The applicability of solid water as a reactive layer for vanadium oxide particles to characterize their hydrated state has been successfully demonstrated. The nucleation behavior of oxide particles grown on amorphous solid water multilayers was found to be different as compared to the examples on pristine silica surface even though the formation three dimensional particles was observed in both cases. At low coverage, isolated and dimeric species were present, however their tendency to form 3D particles were severe. Removal of unreacted solid water layers influenced dramatically the anchoring pathways of the particles. Completely hydrated particles did not contain any vanadyl species, however, on partially dehydrated samples, V$=$O and V=O species turned out to be coexisting. At room temperature, the oxidation state of the partially dehydrated samples was in the range of 4+ and complete dehyration caused reduction. The reduced vanadium sites which are potentially important for reactions were quantitatively probed by CO during dehydration and it was shown that converting reduced sites to V=O by post oxidation reduced dramatically the number of sites available for CO. Annealing treatments done for dehydrating the particles did not cause ripening; instead, shrinkage in particle size was observed.

The interest in adsorption studies on supported vanadium oxide nanoparticles is driven by the relevance of these oxides in the field of heterogeneous catalysis. Although vanadium oxides are amongst the most important materials in oxide catalysis, the molecular level characterization of the elementary steps of methanol oxidation reactions and their selectivity towards formaldehyde are not or only poorly understood. In this context the value of model studies on atomically defined surfaces is well recognized and adsorption and reaction studies on supported vanadium oxide surfaces might lead to a deeper understanding. Activities of vanadyl terminated, dehydrated and oxygen modified submonolayer vanadium oxide particles towards methanol oxidation reactions were compared via methanol adsorption studies. Methanol TPD and IRAS experiments conclusively demonstrated that methanol weakly interacted with the silica film itself and vanadyl terminated particles supported by silica film and desorbs molecularly without
inducing changes at the particles. On dehydrated particles prepared by the assistance of ice, dissociation of methanol takes place with O-H bond breaking and one dissociation product, i.e. methoxy, is stable on the surface up to 550 K and other one, i.e. hydrogen, adsorbs on basic sites and desorbs as water via a recombination channel. Stable methoxy also decomposes through two competing pathways above 600 K. Partial dehydrogenation takes place to evolve gaseous formaldehyde in one route and rapid hydrogen elimination causes carbon monoxide and carbon dioxide formation in the second route. Formation of methane suggests the availability of different reaction intermediates which can play an important role in those dehydrogenation routes. Dioxymethylene is proposed to be the reactive intermediate, the stability of which can be improved by uncoordinated oxygen sites. Exposing dehydrated particles to molecular oxygen at room temperature was found to increase the formaldehyde yield as well as other oxidation products. Increasing oxygen exposure temperature dramatically reduced the activities of the dehydrated particles leading to gradual formation of vanadyl groups.

This study has selectively dealt with a number of topics having to do with thin silica film and its interaction with water and deposited vanadium oxide particles, emphasizing recent improvements in surface characterization. Full understanding of properties of the silica films grown on a Mo(112) substrate enables detailed predictions about their interaction with water and vanadium oxide particles. The electronic properties of this monolayer film is very much like bulk silica, therefore it is an excellent support as a model system. The only drawback might be its thickness since penetration of deposited particles through the film is quite probable at elevated temperatures. It is likely that rapid growth of research in this field will continue as high pressure techniques are adapted and new materials with unique properties are introduced.
APPENDIX A

SYMBOLS

\( \phi \)  Work function
\( \tau \)  Life-time of the core hole
\( \sigma \)  Photoelectron cross-section
\( \nu_a \)  Asymmetric stretching vibration
\( \delta_a \)  Bending vibration
\( \Gamma \)  FWHM of life time broadening
\( \nu_s \)  Symmetric stretching vibration
\( h \)  Planck constant
\( m_e \)  Electron mass
\( \psi \)  Wave function
\( \lambda \)  Wavelength
\( \mu \)  Dipole moment
\( \vartheta \)  Rocking mode
APPENDIX B

ABBREVIATIONS

Å  Angstrom
AFM  Atomic force microscopy
APDB  Antiphase domain boundary
ARXPS  Angle resolved X-ray photoelectron spectroscopy
bcc  Body centered cubic
BL  Bilayer
BLE  Bilayer equivalent
CH≡CH  Acetylene
CH₂=CH₂  Ethylene
CH₂O  Formaldehyde
CH₂O₂  Dioxymethylene
CH₃OCH₃  Dimethyl ether
CH₃OH  Methanol
CH₄  Methane
Cl  Crystalline ice
CO  Carbon monoxide
CO₂  Carbon dioxide
CVD  Chemical vapor deposition
D  Debye
DFT  Density functional theory
DS  Doniach and Šunjić
Eₚ  Binding energy
Eₚ  Fermi level
Eₚ  Kinetic energy
E₂  Energy of the primary electron beam (LEED)
EŠR  Electron spin resonance
FC  Frank-Condon
fcc  Face centered cubic
fs  Femto second
FWHM  Full width at half maximum
HCOO  Formate
HCOOH  Formic acid
hep  Hexagonal closed packed
HREELS  High resolution electron energy loss spectroscopy
Ic  Cubic ice I
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>IC</td>
<td>Integrated circuit</td>
</tr>
<tr>
<td>Ih</td>
<td>Hexagonal ice I</td>
</tr>
<tr>
<td>IP</td>
<td>Ionization potential</td>
</tr>
<tr>
<td>IRAS</td>
<td>Infrared reflection absorption spectroscopy</td>
</tr>
<tr>
<td>LDOS</td>
<td>Local density of states</td>
</tr>
<tr>
<td>LEED</td>
<td>Low energy diffraction</td>
</tr>
<tr>
<td>LO</td>
<td>Longitudinal optical</td>
</tr>
<tr>
<td>LST</td>
<td>Lyddane-Sachs-Teller</td>
</tr>
<tr>
<td>MBE</td>
<td>Molecular beam epitaxy</td>
</tr>
<tr>
<td>MCT</td>
<td>Mercury-cadmium-telluride</td>
</tr>
<tr>
<td>MIT</td>
<td>Metal insulator phase transition</td>
</tr>
<tr>
<td>ML</td>
<td>Monolayer</td>
</tr>
<tr>
<td>MOSFET</td>
<td>Metal-oxide-semiconductor field effect transistor</td>
</tr>
<tr>
<td>MSSR</td>
<td>Metal surface selection rule</td>
</tr>
<tr>
<td>nA</td>
<td>Nano Ampere</td>
</tr>
<tr>
<td>NBO</td>
<td>Non-bridging oxygen</td>
</tr>
<tr>
<td>pA</td>
<td>Pico Ampere</td>
</tr>
<tr>
<td>PVD</td>
<td>Physical vapor deposition</td>
</tr>
<tr>
<td>QMS</td>
<td>Quadrupole mass spectrometer</td>
</tr>
<tr>
<td>SCLS</td>
<td>Surface core level shift</td>
</tr>
<tr>
<td>STM</td>
<td>Scanning tunneling microscopy</td>
</tr>
<tr>
<td>TDS</td>
<td>Thermal desorption spectroscopy</td>
</tr>
<tr>
<td>TM</td>
<td>Transition metal</td>
</tr>
<tr>
<td>TO</td>
<td>Transverse optical</td>
</tr>
<tr>
<td>TPD</td>
<td>Temperature programmed desorption</td>
</tr>
<tr>
<td>UPS</td>
<td>Ultraviolet photoelectron spectroscopy</td>
</tr>
<tr>
<td>$V_s$</td>
<td>Sample voltage</td>
</tr>
<tr>
<td>XPS</td>
<td>X-ray photoelectron spectroscopy</td>
</tr>
</tbody>
</table>
APPENDIX C

SAMPLE PREPARATION

Experiments were performed in two separate ultra high vacuum chambers with base pressures better than $2 \times 10^{-10}$ mbar. X-ray photoelectron spectroscopy, infrared reflection absorption spectroscopy and scanning tunneling microscopy experiments were performed in one multipurpose chamber which allowed sample transfer without subjecting it to air. Temperature programmed desorption experiments were performed in another one equipped with a quadruple mass spectrometer and low energy electron diffraction / Auger electron spectroscopy optics. High temperature flashes in order to clean sample and heating treatments during silica film preparations were done by electron bombardment from a thoriated tungsten filament placed close to backside of the Mo(112) crystal (Matek). Temperatures were measured by tungsten-rhenium (W-5%Re/W-26%Re) thermocouples spot-weld at the rim of the samples. Silicon and vanadium deposition were performed by electron beam evaporation from silicon and vanadium (Goodfellow) rods. During evaporation, the sample was kept on the same potential as the Si and V rods in order to prevent ions from being accelerated towards the surface. Oxygen (Linde Gas 99.9995%) was dosed by backfilling the chamber with high precision leak valves.

The XPS binding energies were calibrated relative to the Fermi edge of the clean Mo crystal (zero on the binding energy scale). XPS is performed using Al Kα ($\nu=1486.6$ eV) and Mg Kα ($\nu=1253.6$ eV) sources for V 2p - O 1s and Si 2p spectral ranges, respectively. All UPS measurements were performed using He I ($\nu=21.2$ eV) as excitation energy. All STM (Omicron) images were recorded at room temperature in a constant current mode and the bias voltage is given relative to the sample (positive bias for empty state imaging). The infrared spectroscopic data was acquired using a Bruker IFS 66v/S spectrometer in reflection mode at 2 and 4 cm$^{-1}$ resolution with p-polarized light at 84° grazing angle of incidence. A liquid N$_2$ cooled MCT (mercury-cadmium-telluride) was used as a detector. Each spectrum was collected by taking the average of 1000-4000 scans depending on desired precision of the experiment. A sketch of the experimental setup can be seen in Figure C.1. TPD experiments were performed by placing the sample 1 cm away from the head of QMS in order to avoid background contributions. The temperature and linear heating rate were precisely controlled by the feedback system (Schlichting Phys. Instrum.) The PES measurements were performed using the synchrotron facilities at BESSY II in Berlin (beamline UE52-PGM1). The spectra were recorded with a Scienta R4000 analyzer at normal and grazing electron emission.

Mo(112) crystals were cleaned by repeated oxidation (in $1 \times 10^{-6}$ mbar O$_2$ at 800 K) annealing cycles (at 2300 K in UHV) until surface carbon contamination goes beyond detection limit of XPS or AES. Oxygen dosage was done to form molybdenum surface
Sample Preparation

oxide by backfilling the chamber. No oxide formation was observed at the temperatures below 600 K independent of the oxygen amount. Formation of molybdenum surface oxide was followed in-situ by LEED while keeping oxygen partial pressure constant at $5 \times 10^{-9}$ mbar at 850 K. Since phase diagram of O/Mo(112) system is quite rich, care has to be taken not to have more than one phases on the surface. p(1×2) is a quite stable phase below 700 K and p(1×2)→p(1×3) transition is observed above it. The temperature range between 600 and 700 K seem to be important since the onset of oxide formation in O$_2$ pressures below 1×10^{-6} mbar resides in this range. Formation of Mo(112) p(1×3)-O phase is triggered by increase of oxygen amount on the surface and heat of oxygen adsorption leads to buckling of top layers. Mo(112) p(2×3)-O phase was prepared by exposing clean surface to O$_2$ for 10 min in $5 \times 10^{-8}$ mbar at a temperature of 850 K. The surface begins to form facets and ultimately bulk-like oxide layers if the temperature is increased above 1000 K.

Silica films were prepared by depositing 1.2 ML silicon in $5 \times 10^{-8}$ mbar O$_2$ pressure at 900 K. Deposition rate of silicon was 0.07 ML/min and calibrated by XPS. So-called reactive deposition of silicon in O$_2$ ambient requires optimization of deposition rate to control amount of oxygen in the unit cell. Faster deposition rates even at lower temperatures are possible; however, under those conditions the post oxidation step might be necessary. While deposition is being made molybdenum surface is also being covered by oxygen and lack of surface oxygen might give rise to presence of silicon not fully oxidized. Besides, prior to depositing silicon, the clean molybdenum surface is exposed to $5 \times 10^{-8}$ mbar O$_2$ for 5 min at the same temperature. UHV annealing at 1250 K for 5 min results in formation of well ordered oxygen poor silica films. Incorporation of additional oxygen into the unit cell to form oxygen rich films requires annealing to the same temperatures in $5 \times 10^{-7}$ mbar O$_2$ pressures for maximum 5 min. The amount of oxygen can be controlled by changing the dosing time. Annealing the film to the temperatures above 1250 K results in evaporation of part of the film leaving oxygen covered patches behind and the film is completely removed above 1450 K.

Water (H$_2$O and D$_2$O), methanol and carbon monoxide were exposed to the surface using a directional gas doser inside the IRAS cell and TPD chamber. Calibration of water dosage was done by adsorption on Pt(111), where the formation of water bilayer can be discriminated by TPD. Before use, doubly ionized H$_2$O, D$_2$O (Isotec, 99.96 %) and CH$_3$OH (Merck, <99.99 %) were cleaned by several freeze-pump-thaw cycles. Cleanness was check mass spectrometer by filling the chamber with their vapor in TPD machine or IRAS by forming condense multilayers on clean silica surface, which shows no activity towards those molecules.
Vanadium was deposited on pristine silica films in $2 \times 10^{-7}$ mbar O$_2$ pressure at 300 K. Evaporation rate was 0.035 ML/s calibrated by quartz crystal microbalance and XPS. For consistency, we use monolayer (MLV) expression referring to number of vanadium atoms calculated on the basis of interlayer distance between V(110) surface and correlating it to microbalance, XPS and STM calibrations. Post oxidation treatments were performed in the same way.
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