Metallic Si(111)-(7×7)-reconstruction: A surface close to a Mott-Hubbard metal-insulator transition
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Li adsorption at extremely low coverages (10−3 ML and below) on the metallic Si(111)-(7×7) surface has been studied by β-NMR experiments (measurement of T1-timings). Instead of increasing linearly with the sample temperature, as expected for a metallic system, the relaxation rate α = 1/T1 is almost constant in between 50 K and 300 K sample temperature and rises considerably above. Comparison with T1-timings around 90 K (observed with 6Li-NMR) excludes adsorbate diffusion as the cause of the relaxation rate. Thus the almost temperature independent relaxation rate below 300 K points to an extremely localized and thus narrow band (width about 10 meV) which pins the Fermi energy. It is responsible for the metallicity of the (7×7)-reconstruction. Because of the steeply rising relaxation rate beyond 300 K this narrow band is located energetically within a gap (approximately 100–500 meV wide) in between a lower filled and an upper empty (Hubbard) band. Due to its extremely narrow width it can hardly be detected in photo electron experiments. In dynamical mean field theories based on Hubbard Hamiltonians this kind of density of states is typical for correlated electron systems close to a Mott–Hubbard metal-insulator transition.
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I. INTRODUCTION

The band theory of solids is extremely successful in reproducing the ground state properties of solids but breaks down when intrasite Coulomb repulsion of electrons becomes comparable or even larger than the bandwidth.1,2 With growing Coulomb repulsion the electrons will increasingly localize at the ion cores and electron correlations will be enhanced accordingly. Due to their dangling bond (db) derived states semiconductor surfaces, as e.g., the Si(111) one, constitute a particular class of narrow band systems with band widths well below 1 eV. On the other hand estimates of the effective Coulomb interaction within the dbs of semiconductor surfaces yield typically values of 1–2 eV. Despite an odd number of valence electrons per unit cell semiconductor surfaces may thus become (Mott-Hubbard) insulators.3,4 The Si(111)-(7×7)-reconstruction seems to be a counterexample: it stays metallic since it eliminates a large fraction of its dbs (30 out of 49) by forming the (7×7) structure.6

Among the various reconstructions of the Si(111)-surface the (7×7) one is not only by far the oldest example but also the best investigated one.7–13 (For further, in particular older references, see Ref. 9) Nevertheless there exists up to now no clear-cut picture as to the detailed reasons which causes its metallicity.3,8 Over the years theoretical investigations pointed here and there to electron-electron correlation effects.10,11,14,15 This is supported by the fact that for other reconstructions of the Si(111)-surface, as the Si(111)-(3×1):Li, Si(111)-(1×1):H, SiC(111)-(3×3), etc., correlation effects seem to modify substantially the single particle (electron) picture as well.5,15–18

The geometric and energetic properties of the (7×7)-reconstruction are well described within the Dimer-Stackingfault (DAS) model.6,19–22 It leaves 19 dbs of the original 49 ones, one of the corner hole atom, 6 of the rest atoms, and 12 of the adatoms. Experimental and theoretical investigations show that the corner hole and the rest atom dbs are located energetically 1–2 eV below the Fermi level and are thus occupied by two electrons, leaving only 5 electrons for the 12 adatom dbs.5,10,11,13,19,20,22,23 In an electronic band picture it must be this odd number of electrons in the adatom dbs which eventually causes the “metallicity” of the (7×7)-reconstruction. When, however, beyond this picture correlations become sufficiently strong, as it might be possible for the almost dispersionless state S, near the Fermi energy,24–27 the metallic surface might turn into a Mott insulator.1,18 As theoretical investigations show this is indeed a realistic possibility.10,29,30

On the other hand, the (7×7)-reconstruction has many hallmarks of a metallic surface, at least at room temperature. Photo emission data exhibit intensity up to the Fermi energy (Refs. 9 and 27, and references therein). Independent of the kind of doping, the Fermi level is strongly pinned indicating a large density of states near the Fermi level.31,32 But only in recent photoelectron experiments a parabolic surface band (width about 280 meV) has been found at surface temperatures as low as 16 K.9 This low temperature causes, however, a non negligible surface photo voltage25,33,34 hampering an accurate energetic localization of this band.

For the discussion of possible correlation (localization) effects within the (7×7)-reconstructed surface, as e.g., a metal-insulator transition, it is important to realize that already 20 years ago, even prior to the establishment of the DAS-model, the temperature dependence of electron-energy-loss-spectra (EELS) pointed to an uncommon surface band
structure of the \((7 \times 7)\)-reconstruction. A very narrow (localized) half-filled state at \(E_F\) (width \(1 - 2\) meV) was found in the center of a gap in between bands formed by more delocalized electrons.\(^\text{7,8}\) Such a density of states distribution is very much reminiscent to the one appearing in single band Hubbard-models if a suitable ratio of onsite Coulomb interaction to the hopping matrix elements (bandwidth) is chosen. (See, e.g., Fig. 9 in Ref. 35, Fig. 2 in Ref. 2, but also the discussion in Refs. 14, 15, and 36.) But as already indicated above this view may be hampered by the recently found dispersing band on the momentum scale of the \((7 \times 7)\)-Brillouin zone.\(^\text{9}\) It seems to eliminate any kind of localized orbital models for the Si\((111)-(7 \times 7)\)-surface in the vicinity of \(E_F\). On the other hand, to detect such a narrow state at \(E_F\) by photoelectron spectroscopy this would require experiments at sample temperatures as low as possible which are, however, affected by a large surface photo voltage\(^\text{39,34}\) which is moreover inhomogenous over the surface.\(^\text{37}\)

For a comparison with experiment, the incorporation of electron-electron correlations into theoretical predictions is still an unsolved task in general. In particular, a unit cell as large as the \((7 \times 7)\) one with its 12 adatom derived levels near the Fermi energy cannot be described in detail by the single band Hubbard-model used so far.\(^\text{3}\) Up to now it has “only” been possible to add to results obtained within Density-Functional-Theory (DFT) electron-electron correlation terms, as on-site Coulomb interaction, etc.\(^\text{10,15,29,30}\) The theoretical results achieved that way lack, however, a quantitative agreement with the recent photoemission data mentioned above, for which, as already mentioned, the Fermi energy is not well determined because of surface photovoltage effects. And indeed the authors of this experiment\(^\text{6}\) cannot exclude a gap of up to 70 meV below the real Fermi level. In turn this would mean that the recently found dispersing band reflects a pseudo Fermi surface.

In view of this complex situation obviously experiments are required which can answer the question of a finite density of states at \(E_F\) at temperatures as low as possible without being affected by surface photo voltage effects. We therefore resumed our \(\beta\)-NMR experiments on extremely dilute \(^6\)Li adsorbates on the Si\((111)-(7 \times 7)\) surface.\(^\text{12,28}\) The total Li coverage amounted to \(10^{-3}\) monolayer (ML) at most. That is in the average one Li atom per 20 \((7 \times 7)\) unit cells. The main emphasis of the experiment was to investigate the temperature dependence of \(T_1\)-times of the Li nuclear spins. They describe the depolarization with time of an originally 
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The experiments conducted at the Max-Planck-Institute for Nuclear Physics in Heidelberg were performed in a dedicated UHV-apparatus (base pressure \(5 \times 10^{-11}\) mbar). Conventional analytical techniques were used along with the \(\beta\)-NMR.\(^\text{44}\) The latter utilizes \(\beta\)-decaying nuclear spin polarized radioactive \(^6\)Li atoms as a probe. A homemade fast load lock is connected to the UHV-chamber. It provides rapid transfer of the wet chemically prepared hydrogen terminated Si\((111)-(1 \times 1)\):H samples used. Details of the load lock concept, of the wet chemical treatment and of the transfer to UHV can be found elsewhere.\(^\text{12,45}\) The highly ordered wet chemically hydrogenated surface is termed “hydrogen terminated” in accordance with the literature.\(^\text{45,46}\) Heating was available by electron bombardment from the rear, cooling by contact to a liquid helium reservoir, instead of a LN\(_2\) one as in previous experiments.\(^\text{12,18,38}\) The lowest temperature reached at the Si crystal was 50 K.

The cleanliness of the surface was monitored by AES. For a “clean surface” the ratios of O(\(KLL\))/Si(\(KLL\)) and/or C(\(KLL\))/Si(\(KLL\)) Auger-intensities had to be below 0.02. In contrast to the previous experiments we avoided to clean samples after preparation of the \((7 \times 7)\)-reconstruction by flashing them beyond 1200 K in order to desorb contaminations as oxygen and carbon, since previously, after several cleaning cycles, a white fogging was observed optically.\(^\text{47}\) As

As compared to the previous experiments\(^\text{12,38}\) it is now possible to extend the present ones to much higher magnetic fields and to much lower temperatures. Whereas high magnetic fields suppress considerably diffusive contributions to the \(T_1\)-times, low temperatures proved to enhance spectroscopic details in the past.\(^\text{7,9,27}\) Additionally the statistical errors are reduced considerably. Moreover the surface prepara-

1. Experimental technique and setup

The experiments conducted at the Max-Planck-Institute for Nuclear Physics in Heidelberg were performed in a dedicated UHV-apparatus (base pressure \(5 \times 10^{-11}\) mbar). Conventional analytical techniques were used along with the \(\beta\)-NMR.\(^\text{44}\) The latter utilizes \(\beta\)-decaying nuclear spin polarized radioactive \(^6\)Li atoms as a probe. A homemade fast load lock is connected to the UHV-chamber. It provides rapid transfer of the wet chemically prepared hydrogen terminated Si\((111)-(1 \times 1)\):H samples used. Details of the load lock concept, of the wet chemical treatment and of the transfer to UHV can be found elsewhere.\(^\text{12,45}\) The highly ordered wet chemically hydrogenated surface is termed “hydrogen terminated” in accordance with the literature.\(^\text{45,46}\) Heating was available by electron bombardment from the rear, cooling by contact to a liquid helium reservoir, instead of a LN\(_2\) one as in previous experiments.\(^\text{12,18,38}\) The lowest temperature reached at the Si crystal was 50 K.

The cleanliness of the surface was monitored by AES. For a “clean surface” the ratios of O(\(KLL\))/Si(\(KLL\)) and/or C(\(KLL\))/Si(\(KLL\)) Auger-intensities had to be below 0.02. In contrast to the previous experiments we avoided to clean samples after preparation of the \((7 \times 7)\)-reconstruction by flashing them beyond 1200 K in order to desorb contaminations as oxygen and carbon, since previously, after several cleaning cycles, a white fogging was observed optically.\(^\text{47}\) As

As compared to the previous experiments\(^\text{12,38}\) it is now possible to extend the present ones to much higher magnetic fields and to much lower temperatures. Whereas high magnetic fields suppress considerably diffusive contributions to the \(T_1\)-times, low temperatures proved to enhance spectroscopic details in the past.\(^\text{7,9,27}\) Additionally the statistical errors are reduced considerably. Moreover the surface prepara-

1. Experimental technique and setup

The experiments conducted at the Max-Planck-Institute for Nuclear Physics in Heidelberg were performed in a dedicated UHV-apparatus (base pressure \(5 \times 10^{-11}\) mbar). Conventional analytical techniques were used along with the \(\beta\)-NMR.\(^\text{44}\) The latter utilizes \(\beta\)-decaying nuclear spin polarized radioactive \(^6\)Li atoms as a probe. A homemade fast load lock is connected to the UHV-chamber. It provides rapid transfer of the wet chemically prepared hydrogen terminated Si\((111)-(1 \times 1)\):H samples used. Details of the load lock concept, of the wet chemical treatment and of the transfer to UHV can be found elsewhere.\(^\text{12,45}\) The highly ordered wet chemically hydrogenated surface is termed “hydrogen terminated” in accordance with the literature.\(^\text{45,46}\) Heating was available by electron bombardment from the rear, cooling by contact to a liquid helium reservoir, instead of a LN\(_2\) one as in previous experiments.\(^\text{12,18,38}\) The lowest temperature reached at the Si crystal was 50 K.
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LEED data did not show in parallel correlated changes, we guess now, on the experience of our new results, that the fogging is connected to a roughening of the surface on a length scale beyond the transfer length of LEED experiments.

In order to exchange freshly prepared surfaces as quick as possible we started with hydrogen terminated Si(111)-(1×1):H surfaces which were prepared outside the UHV-chamber by a wet chemical procedure. Thus we deal outside the UHV-chamber with rather inert surfaces, which moreover are improved in their properties during the wet chemical treatment. After the sample was transferred into the UHV it was flashed to about 1200 K in order to remove the adsorbed hydrogen. Afterwards a gentle cooling process (3 K/s) followed to transfer the (1×1)-reconstruction into the (7×7) one. A clear (7×7) LEED pattern was observed only if this procedure started at sufficiently high temperatures from a well developed (1×1)-reconstruction.

An important but unusual instrument is the source providing a polarized \(^{8}\)Li atomic beam of thermal velocity. At the site of the sample it provides a thermal atomic beam of about \(10^8\) atoms/s, mainly the primary \(^7\)Li used for the production of the \(^8\)Li in the \(^2\)H\(^{(7}\)Li,\(^8\)Li\)\(^1\)H nuclear reaction. The beam contains a small amount of about \(10^4\) atoms/s of the nuclear spin polarized radioactive isotope \(^8\)Li (polarization 0.8–0.9). \(^8\)Li is a \(\beta\)-decaying nucleus with a half life of \(T_{1/2}=0.84\) s. Spin polarization of the adsorbate \(^8\)Li itself can therefore be detected via the directional asymmetry of the \(\beta\)-decay. The asymmetry \(\varepsilon\) of the \(\beta\)-electron intensity with respect to the magnetic field is measured by scintillator telescopes at 0° and 180°: \(\varepsilon\) is proportional to the nuclear polarization of the adsorbed \(^8\)Li ensemble. Systematic errors in the determination of \(\varepsilon\) are eliminated by performing the experiment with the reversed \(^8\)Li beam polarization as well. During the \(\beta\)-electron detection period the \(^7\)Li ion beam, as the main source of background signals, is switched off.

\(^8\)Li possesses a nuclear spin \(I=2\). Therefore the decay of nuclear polarization with time (relaxation) in general can be expressed as the sum of four exponentials. It is not always possible to disentangle them with high enough precision. However, the slowest relaxation rate could always be determined accurately. Therefore we concentrate in this paper on the slow part only in describing \(\varepsilon(t)\),

\[
\varepsilon(t) = e_0 e^{-\alpha t} = e_0 e^{-\alpha t},
\]

as examples the measured asymmetries \(\varepsilon\) versus time are shown for 101 K, 296 K, and 412 K in Fig. 1 together with fits of Eq. (1) to the data (solid lines). It is a well known phenomenon in these experiments that the start asymmetry \(e_0=\varepsilon(t=0)\) varies with surface temperature.

III. EXPERIMENTAL RESULTS AND DISCUSSION

A. Experimental results

In Fig. 2 the observed nuclear spin relaxation rates (inverse \(T_1\)-times) obtained at a magnetic field of 0.8 T, are plotted as a function of surface temperature. The open points are from a previous \(\beta\)-NMR experiment which results led to the more detailed study here. Both data sets agree well with each other and exhibit a quite unusual temperature dependence. (These data are displayed on an expanded temperature scale in Figs. 4 and 5.) At low temperatures (up to about 300 K) the data are temperature independent. This is in contrast to the results of the previous experiments which started with oxidized Si-samples and used frequent heating cycles up to 1200 K to clean the surface from oxygen and carbon contaminations. There, within quite large error bars, a linear increase of the relaxation rates was observed. As will be argued within the discussion of our model describing the new data at the end of Sec. III C, this change in temperature dependence is probably correlated with our new surface preparation technique.

Beyond 500 K the relaxation rates rise, however, considerably up to 900 K where they join smoothly into the values (crosses) found in another NMR-experiment using \(^6\)Li as an adsorbate. The nuclei \(^6\)Li and \(^8\)Li by chance possess almost identical nuclear gyromagnetic ratios \(\gamma_n\). This allows us to compare relaxation rates directly, if they are of electronic origin [for details, see Eq. (6)]. For completeness it should be pointed out that a previous experiment by Tamm with the same samples did not show a comparable effect.

FIG. 1. Observed asymmetry \(\varepsilon\) versus time for \(^8\)Li adsorbed on a Si(111)-(7×7) surface at a magnetic field of 0.8 T and at 101 K, 296 K, and 412 K surface temperature, respectively. The solid line displays a fit of Eq. (1) to the data. The values of \(\alpha\) found are plotted in Figs. 2 and 4.
FIG. 2. Temperature dependence of the relaxation rates of Li adsorbed on a Si(111)-(7 × 7) surface: the open and closed circles are obtained in β-NMR experiments on 6Li as described above at a magnetic field of 0.8 T. The crosses are obtained with 8Li by an other technique (Ref. 53) at 32 mT.

also be noted that these data (crosses) were taken at a much lower magnetic field of 32 mT.

B. Relaxation mechanisms

An ensemble of nuclear spins in a static magnetic field \( B \) is driven to its equilibrium \( m \)-state distribution through the coupling of its magnetic and/or electric nuclear moments to electromagnetic fields fluctuating in time. The interaction of nuclear moments with static electromagnetic fields leads to an energetic splitting of the nuclear \( m \)-states. In most cases and also here, the magnetic Zeeman-interaction dominates and thus the splitting of the \( m \)-states is close to the Larmor frequency \( \omega_L = \gamma_B \). Contrary to static fields, transitions between the \( m \)-states occur when the nuclear and/or electric moments are coupled to electromagnetic fields fluctuating in time on the order of \( 1/\omega_L \). Given a sufficiently long time this leads to an equilibrium population of the \( m \)-states and thus to an essentially “unpolarized” ensemble as compared to the one we started with in the experiment (polarization around one). The time \( T_1 \) which is needed to reach equilibrium depends on the magnitude of the Fourier components of the fluctuating fields at \( \omega_L \) [see Eqs. (2)–(4)]. From this general picture it becomes clear that \( T_1 \)-times bear information on any type of dynamical processes which couple strongly enough to the nuclear moments.

Since the fluctuating interactions in general are weak as compared to the static ones (mainly with the external magnetic field), the transition probabilities between the nuclear \( m \)-states can be treated in first order perturbation theory. A brief sketch of the theoretical treatment is given in Appendix A of Ref. 49. More details can be found in several monographs12,53,55,56 and in other publications.12,53,55,56 The latter are chosen such as to deal with surface science problems only.

In what follows we will adopt a phenomenological treatment of the relaxation process and use it for “orders of magnitude” arguments only in order to identify the relaxation mechanism in the present experiments. To describe the frequency spectrum of a fluctuating interaction the time autocorrelation function \( G(t) \) and its Fourier transform \( j(\omega) \), the spectral density, is used.39,41 According to the BPP model,57 named after the initials of its authors, the autocorrelation function may be parametrized as

\[
G(t) = G(0)e^{-t/\tau_c}.
\]

Here \( G(0) = |\mathcal{H}_l(t)|^2 \) denotes the square of the fluctuating interaction, time averaged, and \( \tau_c \) a proper correlation time, typical for the relaxation process encountered. [For a dominating Zeeman-interaction \( G(0) \) does not depend on the \( m \)-quantum numbers.] With \( G(0) \) from Eq. (2) the Fourier spectrum at the Larmor frequency \( \omega_L \) is then given by

\[
G(0)j(\omega_L) = \frac{1}{\pi} |\mathcal{H}_l(t)|^2 \frac{2\tau_c}{1 + (\omega_L \tau_c)^2}.
\]

Relaxation rates are related to \( j(\omega_L) \) within a factor of unity by

\[
\alpha = \frac{1}{T_1} = \frac{|\mathcal{H}_l(t)|^2}{\hbar^2} j(\omega_L) \text{PSF}
\]

The phase space factor PSF eventually takes into account that due to Fermi statistics electrons cannot scatter into any energetically allowed state. A closer discussion of the essential entities in Eqs. (3) and (4) as a function of sample temperature and magnetic field for the isotopes \( ^6\text{Li} \) and \( ^8\text{Li} \) will enable us to identify the observed relaxation rates of Fig. 2 as of electronic origin.

The \( ^8\text{Li} \) data below 900 K were determined at a magnetic field of 0.8 T and thus \( \omega_L = 3.2 \times 10^7 \text{ s}^{-1} \) \[ \gamma_B (^8\text{Li}) = 3.94 \times 10^7 \text{ T s}^{-1} \]. We start with a discussion of the spectral density \( j(\omega_L) \). To begin with we point to the fact that for \( \omega_L \tau_c \ll 1 \) the spectral density becomes magnetic field independent and proportional to the correlation time \( \tau_c \) [Eq. (3)]. This situation holds in general for fluctuating delocalized electron spins interacting e.g., via Fermi contact interaction with the nuclear spins. The correlation time is then given by the electron fluctuation time \( \tau_e \) at a nucleus (atom)\(^{12,58}\) which can be estimated through \( \tau_e \approx \hbar/\epsilon_F \)\(^{12,28,59}\) (Here \( \epsilon_F \) denotes the value of the Fermi energy counted from the bottom of the band.) Even for strong localization with a bandwidth and thus \( \epsilon_F \) in the meV region, with which we will deal below, \( \tau_e \approx 10^{-12} \text{ s} \) and thus still \( \omega_L \tau_c \ll 1 \).

If the dynamic cause of the fluctuating interaction is diffusion, then the correlation time \( \tau_c \) is given by the proper hopping time \( \tau_{\text{diff}} \).

\[
\tau_c \approx \tau_{\text{diff}} = \tau_{0e} e^{E_{\text{diff}}/kT}.
\]

Thus the relaxation rates \( \alpha \) will be thermally activated [Eqs. (3)–(5)], which indeed was observed experimentally on surfaces also.49,53 In general, the relaxation rate then displays a resonance like behavior in temperature with a maximum at a temperature for which \( \omega_L \tau_c = 1 \). The temperature at which the “resonance” of the relaxation rate \( \alpha \) occurs depends on the other hand through \( \omega_L(B) \tau_c = 1 \) only weakly (logarithmically) on the external magnetic field [Eqs. (3)–(5)]. For order of
magnitude effects this will be neglected below.

We first focus on the interaction that causes the rise of the relaxation rates beyond 300 K. At a first glance one would guess that according to the discussion above this rise is caused by thermally activated diffusion, e.g., similar to the one observed for Li adsorption on Ru(001). For a diffusion maximum (ωDτ ≈ 1) to occur at about 1000 K, one requires a diffusion energy of about 1 eV using a “typical” prefactor of τ0 = 10−13 s. Considering the high diffusion energies found for Li adsorption on Si surfaces at higher temperatures this does not sound unreasonable. But a fit to the data using Eqs. (3)–(5) gives a very steep increase of α with temperature. (Not shown here, but compare to the upper part of Fig. 6 in Ref. 49.)

The real proof that the 7Li-relaxation rates beyond 400 K cannot be of diffusive origin comes, however, from the fact, that the temperature dependence of α found for 7Li smoothly joins around 900 K within the error bars the ones for 8Li determined with an other method. [Fig. 2; the temperature dependence beyond 1000 K is due to the continuous \((7 \times 7) \rightarrow (1 \times 1)\) phase transition, which will be discussed in a forthcoming paper.] The isotopes and 8Li have almost the same gyromagnetic ratio \(\gamma(7\text{Li}) / \gamma(8\text{Li}) = 0.994\) but quite different quadrupole moments \([Q(7\text{Li}) = -0.08 \text{ fm}^2, Q(8\text{Li}) = 3.27 \text{ fm}^2]\). The moments enter the averaged fluctuating interaction Hamiltonian \(\hat{\mathcal{H}}_f(\tau)\) squared. Due to the almost identical gyromagnetic ratios one therefore expects almost identical relaxation rates for 7Li and 8Li if they are caused by Fermi contact interaction of fluctuating electronic spins with the nuclear magnetic moments (electronic relaxation) [see Eq. (6) below]. This indeed is observed experimentally around the 900 K sample temperature (Fig. 2).

However, the relaxation could be caused by an interaction of the electronic quadrupole moments with electric field gradients as well, generated by the nonisotropic electronic environment of Li adsorbed at an adatom db. Their fluctuations are often caused by diffusion. Then we expect that the ratio of the observed relaxation rates α is proportional to the ratio of the squares of the nuclear quadrupole moments \([Q(8\text{Li}) / Q(7\text{Li}) = 1670]\). Since 8Li and 7Li have different nuclear spins \(I=1\) and \(2\), respectively, this factor reduces to \(\alpha(8\text{Li}) / \alpha(7\text{Li}) = 447\) at most (see Appendix). This is certainly not observed experimentally (Fig. 2). We therefore conclude, that the relaxation rates observed for low coverage 7Li adsorption on the \((7 \times 7)\)-reconstruction must be of electronic origin over the whole temperature range investigated.

For electronic relaxation for which delocalized electrons are essential the PSF of Eq. (4) has to be considered in addition. Nuclear spin relaxation is connected to nuclear spin flips (change in \(m\)-value by ±1). To preserve angular momentum the electron spin must flip as well (in the opposite way). Since the electrons have to obey Fermi-statistics the probability of an electron making a transition from a state with kinetic energy \(E\) to a state of energy \(E'\) must be weighted by \(f(E)(1-f(E'))\) [\(f(E)\): Fermi distribution]. This is the probability for the initial state to be occupied and the final state to be empty, simultaneously. However, for such a correlated spin flip the change in kinetic energy is so small (at \(B=1\) T about 0.1 meV) that the assumption \(E=E'\) is legitimate yielding \(PSF = f(E)(1-f(E))\). Taking this into account in Eqs. (3) and (4) and assuming a temperature independent fluctuating interaction \(\hat{\mathcal{H}}_f\), as e.g., the Fermi contact interaction between electronic and nuclear spins, yields for real metals relaxation rates linear in sample temperature \(T\), since for a large enough bandwidth of the order of eV the expression for the PSF may safely be replaced by \(f(E)(1-f(E)) = kT\delta(E-E_f)\). And, indeed, nuclear spin relaxation rates \(\alpha = 1/T_1\) linear in the sample temperature \(T\) are typical for metallic systems (bulk or surfaces). This linear temperature dependence is, however, not observed in the present experiment (Fig. 2) despite the \((7 \times 7)\)-reconstruction of the Si(111)-surface is considered to be “metallic.”

C. A schematic model

As mentioned within the Introduction, already at the beginning of the 1980s electron-energy-loss spectroscopy (EELS) experiments on the Si(111)-(7 \times 7) surface in between 15 K and 300 K sample temperature yielded among others a highly localized half occupied state (width about 1 meV) which resides within a surface state gap about 100 meV wide. It pins the Fermi level position. At about the same time the study of many body effects in the Si(111) surface states with a Hubbard-Hamiltonian showed that such a narrow (localized) surface state may exist, if for electrons in the dangling bonds onsite Coulomb repulsion and hopping matrix elements are properly chosen. Those theoretical approaches produce under a wide range of modeling conditions a more or less narrow state at the Fermi energy in between broader lower filled and upper empty (Hubbard) bands.

For further use below Fig. 3 displays a schematic DOS energy distribution which renders the essential features of the experimental results. The adatoms form an extremely narrow band at the Fermi energy located in between broader lower and upper bands.
Since, as already mentioned above, there are strong hints, theoretically as well as experimentally, that Li at low coverages preferentially adsorbs at the adatom dangling bonds.\textsuperscript{42,43} Such a level density is also very promising to explain our experimental results. A half filled narrow band, which pins the Fermi energy, will lead to a temperature independent relaxation rate, as long as \( kT \) is larger than the width of the band itself. The reason is that \( f(E)(1-f(E)) \) is temperature independent over the narrow band. For surfaces the assumption of an isotropic contact interaction between the nuclear \( (\gamma_i) \) and electron \( (\gamma_e) \) magnetic moments only. In contrast to our previous publications\textsuperscript{12,18,38} DOS(\( E \)) denotes now the electron density of states for one spin direction only. \( |\Phi_F(0)|^2 \) denotes the probability to find an electron at the nucleus. The factor \( 1/4 \) stems from integration over \( k \)-space, which was assumed to be isotropic. (For surfaces the assumption of an isotropic \( k \)-space has probably to be improved if a more quantitative comparison is envisaged in the future. For a more general derivation where this assumption was not made, see Ref. 55.) Replacing in Eq. (6) \( f(E)(1-f(E)) \) by \( kT \delta(E-E_F) \) would yield the well known expression for relaxation on a metal surface.\textsuperscript{39–41,49,66}

In order to proceed further we now have to specify analytically the density of states sketched in Fig. 3. To reduce the number of parameters we use either a Gaussian form

\[
\text{DOS}(E) = \frac{D_1}{\sqrt{2\pi \sigma_1}} e^{-[(E_i-E)^2/2\sigma_1^2]} \tag{7}
\]

for the three parts, with \( i=1, n, u \) for the lower, narrow, and upper band respectively, or Lorentzian ones

\[
\text{DOS}(E) = \frac{D_2\sigma_2}{2\pi \pi (E_i-E)^2 + \sigma_2^2/4}. \tag{8}
\]

(For the upper and lower band such density distributions are certainly not the best assumption. But, since for the temperature regime investigated only the lower falling and the upper rising edge counts, this choice is tolerable.) Since the narrow band pins the Fermi energy we chose \( E_i=E_F=0 \). In order to reduce the number of parameters to be fitted further, we assume symmetric upper and lower bands with respect to the Fermi energy \( (E_i=E_0 /2, E_u=E_0 /2, \sigma_1=\sigma_2=\sigma) \). As we use normalized functions \( D_1=D_2=D \) holds as well. The density of states DOS(\( E \)) entering Eq. (6) is now a sum of these three contributions,

\[
\text{DOS}(E) = \text{DOS}_1(E) + \text{DOS}_n(E) + \text{DOS}_u(E). \tag{9}
\]

With these assumptions still five parameters have to be fitted to the data. The results of such a fit with parameters listed in Table I are plotted as solid lines in Fig. 4. They are indistinguishable for both functions used (Gaussian and Lorentzian).

Comparing the fit parameters for the Gaussian and Lorentzian density of states distributions we find a fair agreement within the error bars. For the increase of the relaxation rate above 300 K only the rising and falling edge of the upper and lower bands, respectively, matter. Thus \( E_0 \) itself, the energetic distance of the centers of the upper and lower rather broad bands is not a meaningful quantity to characterize the gap inbetween them. It is more meaningful to count the gap energy \( E_{\text{gap}} \) from their FWHM (full width at half maximum) energies respectively, that is,

\[
E_{\text{gap}} = E_0 - \frac{1}{2} \sigma_n(\text{FWHM}) - \frac{1}{2} \sigma_u(\text{FWHM}) = E_0 - \sigma(\text{FWHM}). \tag{10}
\]

Moreover to judge the width of the narrow band, its width \( \sigma_n(\text{FWHM}) \) seems to be the appropriate quantity to compare results for the Gaussian and Lorentzian distributions. All this latter quantities are listed in the lower part of Table I as well.

\begin{table}
\centering
\caption{List of parameters of the model fitted to the data of Fig. 4 which yields the indistinguishable solid lines.}
\begin{tabular}{lll}
\hline
& Gaussian & Lorentzian \\
\hline
\( E_0 \) & (577±143) & (445±59) & meV \\
\( \sigma_n \) & (5.1±2.3) & (6.4±5.0) & meV \\
\( \sigma \) & (104±32) & (77±25) & meV \\
\( |\Phi_F(0)|^2D_n \) & (4.8±1.5) & (4.6±2.1) & 10\(^{-3}\) Å\(^{-3}\) \\
\( |\Phi_F(0)|^2D \) & (0.17±0.09) & (0.10±0.03) & Å\(^{-3}\) \\
\( E_{\text{gap}} \) & (332±223) & (368±84) & meV \\
\( \sigma_n(\text{FWHM}) \) & (12.0±5.4) & (6.4±5.0) & meV \\
\( \sigma(\text{FWHM}) \) & (245±80) & (77±25) & meV \\
\hline
\end{tabular}
\end{table}

FIG. 4. The \(^{8}\)Li-\( \beta \)-NMR data of Fig. 2 together with the fit to the schematic model [Eqs. (6)–(9)] described in the text.
In order to discuss the result of the fit and in particular the sensitivity of the parameters to the experimental data we start with the remark that as long as \( \sigma_{\alpha} \ll 2kT \) and as long as the wings of \( f(E)(1-f(E)) \) do not overlap significantly with \( \text{DOS}_n \) and \( \text{DOS}_u \) we can replace \( f(E)(1-f(E)) \) in Eq. (6) by \( 1/4 \). The product \( f(E)(1-f(E)) \) has a “half-width” of \( 2kT \) and a maximum of \( 1/4 \). Then the relaxation rate becomes almost temperature independent and is proportional to \( |\Phi_f(0)|^2 D_{\alpha} \). Thus the experimental results up to about 300 K directly determine this quantity. The slight increase of the fit with temperature below 300 K is a consequence that \( \text{DOS}_n \) enters the expression of the relaxation rate \( \alpha \) [Eq. (6)]. Due to the wings of the distributions “mixed” terms from the \( u \)-, \( n \)-, and \( l \)-bands appear. The width \( \sigma_{\alpha} \) itself is determined by the temperature range where \( \sigma_{\alpha} \ll 2kT \) breaks down. To demonstrate the sensitivity of \( \sigma_{\alpha} \) to the data, Fig. 5 shows the low temperature part of the data together with results for various values of \( \sigma_{\alpha} \), but now for the Gaussian DOS distributions only. It is obvious that the value of \( \sigma_{\alpha} \) extracted from the fit is essentially an upper limit of \( \sigma_{\alpha} \). In order to improve this situation data below 50 K are required, a temperature range which unfortunately could not be reached yet with our experimental setup.

At temperatures at which the wings of \( f(E)(1-f(E)) \) start to overlap considerably with the lower and upper bands, electrons are promoted from the lower to the upper band and contribute to the relaxation rate, which then starts to rise. This determines mainly \( E_0 \). (Electrons in a completely filled band do not contribute to the relaxation process since they are not able to flip their spin.) The very increase of \( \alpha \) then depends on the shape of the falling and rising edge of the lower and upper band, respectively. This determines their width \( \sigma \) and their strength \( |\Phi_f(0)|^2 D \) not in a very transparent way and therefore with rather large error bars. A much more precise determination of the form of the upper and lower band would in principle emerge from data taken at temperatures still higher than 900 K. But as Fig. 2 shows, the \((7 \times 7) \leftrightarrow (1 \times 1) \) phase transition starts to influence the relaxation rates already there.

The extremely small width of the state at \( E_F \) may also be the reason for the previously observed linear increase of the relaxation rates with temperature.\(^{12,38}\) This is observable only if the “width” of the electronic density of states considerably exceeds \( 2kT \), the “width” of \( f(E)(1-f(E)) \). The previous data were taken from 100 K to 500 K with rather large error bars. As already mentioned in Sec. II, in these experiments probably a roughening of the surface occurred due to the frequent heating cycles applied. Then empty and filled defect states may be present within the band gap, causing a blurred density of states around \( E_F \). If so, the relaxation rate rises with temperature. With large enough error bars (as in the previous experiments) this may look like a linear dependence as expected for real metallic systems.

IV. CONCLUSIONS

The results of the preceding subsection clearly show that the model density of states of Fig. 3 is able to describe the data for both Gaussian and Lorentzian forms. Moreover, it is possible to retrace the values of the parameters found within the fit to certain sections of the observed temperature dependence of the relaxation rates in Fig. 4. However, since the problem is as usual not invertible, i.e., the DOS(\(E\)) cannot be inferred directly from the observed temperature dependence of \( \alpha \), in what follows we will judge at least in some detail the consistency of the results found here when compared to others. Before doing so we would like to point out that adsorbed Li is a very local probe, sensing the DOS at its nucleus. Theoretical and experimental investigations point towards an adatom db as adsorption site.\(^{42,43}\) Since Li is adsorbed here at extremely low coverages of \(10^{-3}\) ML and below, the adsorbed Li will add in average only 1/20th electron to the 5 electrons per \((7 \times 7)\) unit cell within the 12 adatom dbs. Thus we expect that it will not change the overall electronic properties, as the energy dependence of the DOS. However, its local value [DOS(\(E\))\( |\Phi_f(0)|^2 \)] may be affected. That is why without detailed calculations the magnitude of the observed \( \alpha \) can only be compared in an order of magnitude approach to DOS-calculations for the Si(111)-(7 \times 7) surface.

Most surprising was the temperature independent relaxation rate below 300 K (Figs. 2, 4, and 5). For adsorption on doped semiconductor surfaces it is possible to produce at least theoretically temperature independent relaxation rates in the saturation regime.\(^{18}\) To our knowledge this has never been observed experimentally on surfaces yet. But it is well known that the saturation regime can only be reached with a changing Fermi level position.\(^{59,69,70}\) But this is not possible here as the Fermi level is pinned at the \((7 \times 7)\)-reconstructed Si(111)-surface.\(^{31,32}\) Therefore, as found with the schematic model in the previous subsection, the cause of the Fermi level pinning by the narrow band must also be the reason for the temperature independent relaxation rate.

The width of the narrow band of around 10 meV or below indicates a spatially localized state. It can only arise if strong electron correlations are present, as proposed for the Si(111)-surface in a Hubbard model as early as 1982.\(^{14,36}\) In between a lower filled and an upper empty Hubbard band a narrow half filled band at \( E_F \) was found there. We are therefore tempted to identify the lower and upper band in the present analysis with such Hubbard bands. Our interpretation is sup-
ported by the analysis of EELS-data which found a half-filled band approximately 1–2 meV wide within a roughly 100 meV wide gap.\(^7\) Moreover, using a scanning tunneling microscope (STM) energy resolved real space images of filled and empty states of the Si(111)-(7×7) surface yielded a surface band gap around \(E_F\) less than 300 meV wide.\(^5\) (This value was estimated from the lowest positive and negative bias used.) This experiment could not probe states exactly at \(E_F\), but the similarity between images at the lowest positive and negative bias voltages led the authors to the conclusion that they involve tunneling through the same metallic state. We consider these results as a further support of the existence of a gap.

The theoretical analysis with a single band Hubbard-Hamiltonian based on DFT calculations resulted in a potentially more microscopic understanding of the origin of the narrow band at \(E_F\).\(^{10,30}\) Out of the 19 dangling bonds of the \((7×7)\)-reconstruction (12 adatom, 6 restatom, and 1 corner hole one) those of the restatoms and of the corner hole are doubly occupied. This leaves 5 electrons in the 12 adatom dangling bonds making up the DOS around the Fermi energy. Solutions of the Hubbard many body Hamiltonian including correlation effects (intra- and intersite Coulomb-interaction, hopping matrix elements) show that in the ground state three electrons occupy the so-called ring adatoms and two the three dimer adatoms. The latter leads to a threefold degenerate state responsible for the “metallicity” of the surface. Hopping matrix elements between these two classes of adatoms are found to be small. Thus the electronic structure in the rings (below \(E_F\)) is practically decoupled from the degenerate dimer bands. The rings appear isolated within the dimers and behave as a periodic impurity with a donor and acceptor level about 100 meV above and below \(E_F\). If so, the narrow band at \(E_F\) might be identified with a “Kondo peak.”

Theories using such a Hubbard Hamiltonian lead in general for a proper ratio of hopping matrix elements \(T\) to intrasite Coulomb-interaction \(U\) to a narrow half filled band in between the lower and upper Hubbard bands.\(^{2,15,35,71,72}\) [For example, Fig. 9 in Ref. 35 bears an amazing resemblance to the schematic model DOS used to analyze our data (Fig. 3).] From this point of view one is tempted to consider the \((7×7)\)-reconstruction as a system just prior to a Mott-Hubbard metal-insulator transition.

If so, the value of the gap can be estimated from the Coulomb repulsion of an additional electron in an adatom and the screening response of the crystal to this charge transfer.\(^3,4\) A very rough estimate of the Hubbard \(U\) is obtained by setting \(U=U_{\text{atom}}/\epsilon_{\text{eff}}\approx 1.2 \text{ eV}\), where \(U_{\text{atom}}=7.64 \text{ eV}\) is the atomic value of an isolated Si \(sp^3\) orbital.\(^{73,74}\) \(\epsilon_{\text{eff}}=(\epsilon_s+1)/2\) is taken as the mean average of the Si-bulk \((\epsilon_s=12)\) and the vacuum dielectric constants. The value of \(U=1.2\) eV compares favorably with the one \((U=1.1)\) found within the single band Hubbard model calculations mentioned already\(^{10,30}\) but overestimates by far the value found here, if we identify \(U=U_{\text{gap}}\) (Table I). This deviation may be due to the rough estimates used. But it may also have a real physical background: As already mentioned above, many adatom db-derived levels appear in the projected fundamental gap of the Si(111)-(7×7) surface.\(^{10,15,75}\) Therefore a single band Hubbard model, as used so far in all discussions, may describe the gross properties but not the detailed consequences of electron correlation in the Si(111)-(7×7) surface.\(^3\)

We finish this subsection in discussing the strength of the narrow band at \(E_F\). The first theoretical treatment, which uses essentially a \((1×1)\) surface, finds about 0.08 electrons per atom \((1×1)\)-unit cell\(^{14}\) which amounts to about 4 electrons per \((7×7)\)-unit cell. The most recent calculations find 2 electrons (in the dimers) per \((7×7)\)-unit cell.\(^{10,30}\) The analysis of the EELS data yield 1 electron within the 1 meV wide narrow band at \(E_F\).\(^7\) As already mentioned at the beginning of this subsection, these numbers cannot be compared one to one to the ones found experimentally here, since Li is an entirely local probe and it injects one additional electron per adsorbed Li into the adatom dangling bonds. [For a coverage below \(10^{-3}\) this is, however, less than 0.05 electrons per \((7×7)\)-unit cell.]

Fitting the data we found |\(\Phi_p(0)^2|D_n=(5±2)×10^{-3} \text{ Å}^{-3}\) for the amplitude of the narrow band (Table I). Without detailed calculations |\(\Phi_p(0)^2|\) is, however, not known. But in a rough interpretation of this number, we may assume that |\(\Phi_p(0)^2|\) is smaller than |\(\Phi(0)^2|\) the value for the free \(^8\)Li-atom which can be calculated from its hyperfine splitting (HFS).\(^{76}\) This assumption is based on the fact that, due to adsorption, an electric dipole moment is induced on the \(^8\)Li-atom which transfers strength from the s-wave part [which determines solely |\(\Phi_p(0)^2|\)] to the p-wave. From the known HFS \(\nu_{\text{HFS}}=382.5 \text{ MHz}\) (Ref. 77) of \(^8\)Li we deduce |\(\Phi(0)^2|_{\text{free}}=0.71 \text{ Å}^{-3}\) for the free \(^8\)Li-atom and thus \(D_n>(0.007±0.003)\). Since the distributions used to describe the DOS of the narrow band [Eqs. (7) and (8)] are normalized to one, \(D_n>0.004\) indicates a lower limit of the number of electrons per spin direction and per \((1×1)\) unit cell in the narrow band, if the error bars are taken into account additionally. Thus, if the \((7×7)\)-reconstruction is not magnetic, there are at least 0.4 electrons (both spins) per \((7×7)\) unit cell building up the narrow band at \(E_F\), about an order of magnitude more than the 0.05 electrons injected by the Li adsorbate at a coverage of \(10^{-3}\). The lower limit of 0.4 electrons in the narrow band is quite in accordance to the results found in the other experimental and theoretical investigations mentioned above.

In summary the experimental data presented here and their analysis point strongly to an understanding of the Si(111)-(7×7)-reconstruction in terms of a surface close to a Mott-Hubbard metal-insulator transition. Typical signatures are the narrow band in between a lower filled and empty upper Hubbard band. Since the narrow band acquires at least half an electron per \((7×7)\) unit cell, it obviously pins the Fermi energy independently of the bulk doping. This is in accordance with photo electron experiments performed so far.\(^{31,32,78}\)

Because of the extremely narrow width of the band at \(E_F\) it will, however, be almost impossible to find it with conventional photoelectron experiments. For such an experiment a surface temperature as low as possible would be required, which in turn would cause a strong surface photo voltage.
shift, prohibiting a resolution of 10 meV or below.³ But a repetition of the HREELS experiment on which the model presented here was based,²⁸ but now with much improved resolution and/or a low temperature STM (STS) experiment⁵,¹³ may be promising to corroborate the interpretation presented here.
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APPENDIX

If the relaxation of the nuclear polarization is caused by the interaction of the nuclear electric quadrupole moments with fluctuating electric field gradients (EFGs), the ratio of the relaxation rate α(⁸Li)/α(⁶Li) for adsorbed ⁸Li and ⁶Li depends on the ratio of the quadrupole moments of ⁸Li and ⁶Li squared times a factor which depends on details of the EFG-tensor, the values of the nuclear spins, and on the spectral densities. To obtain this factor explicitly we follow without further comments the arguments in Appendix A1 of Ref. 49 including the notation used there.

The ⁸Li experiments have been performed with ⁸Li adsorbates (I=2) prepared predominately either in the m=+2 or m=−2 magnetic sublevel of its nuclear spin. Therefore, the polarization of the ⁸Li adsorbates is a superposition of rank 1 to rank 4 polarization. β-decay asymmetries e are sensitive to rank 1 polarization only, which is just called polarization in the main text. The complexity of what follows arises from the fact that the time dependence of first and third rank polarization are coupled through the interaction of the ⁶Li electric quadrupole moment with fluctuating EFGs. Since ⁶Li possesses only I=1 and thus rank 2 polarization at most, such a coupling is not present for this nucleus.

The coupling of first and third rank polarization leads to “fast” and “slow” relaxation rate α₁⁺ and α₁⁻ respectively [e.g., Eq. (A10) in Ref. 49] from which only the slow component α₁⁺=αslow≥α was observed experimentally here [Eqs. (1) and (A13) from Ref. 49]. Inserting, from Ref. 49 Eq. (A7) into Eq. (A11), one yields explicitly for

\[
α(⁸Li) = \frac{w(⁸Li)}{2}(63 + 80\kappa + \sqrt{3425 + 304\kappa + 1600\kappa^2}).
\]

(11)

The quantity “w” denotes a kind of a strength factor

\[
w = \frac{1}{80}\frac{(eQ)^2}{h^2}|V_{21}|^2/\big|\omega_L\big|^3
\]

(12)

and κ a double ratio,

\[
κ = \frac{|V_{2q}|^2j(2ω_L)}{|V_{1q}|^2j(ω_L)}.
\]

(13)

|V_{2q}|²(q=1,2) are the time averaged absolute squared spherical components of the fluctuating EFG and j(ω_L) the spectral densities [Eq. (3)] at the frequencies indicated. Since the gyromagnetic ratios for ⁸Li and ⁶Li are almost identical, j(2ω_L) and j(ω_L) and thus κ does not depend on the isotope used.

Using for ⁸Li the same formalism as sketched in Ref. 49, for which more details can be found elsewhere,³⁹,⁷⁹ one obtains for the nuclear spin relaxation rate of ⁶Li driven by fluctuating EFGs under the same assumptions as made for ⁸Li,

\[
α(⁸Li) = \frac{w(⁶Li)}{2}(120 + 480\kappa).
\]

(14)

Thus using Eqs. (11)–(14) the ratio of the relaxation rate for ⁶Li and ⁸Li is given by

\[
\frac{α(⁸Li)}{α(⁶Li)} = \frac{Q^2(⁸Li)}{Q^2(⁶Li)}r(κ),
\]

(15)

with

\[
r(κ) = \frac{63 + 80κ + \sqrt{3425 + 304κ + 1600κ^2}}{120 + 480κ}.
\]

(16)

It now matters that κ is always positive varying in between 0 and +∞. Over this interval r(κ) is a positive monotonically falling function from r(0)=1.01 to r(∞)=0.25. Thus inserting the quadrupole moments of ⁸Li and ⁶Li one obtains as lower limit for the ratios of the relaxation rate at a fixed temperature α(⁸Li)/α(⁶Li)≈417.5.

---
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